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Summary

Real Vi deo9 achi eves new | evel s of conpression perfornmance at | ow as
wel | as high data rates. The inprovenents are due in part to 1/4 pixe
interpolation for notion estimation, the addition of 16x8, 8x16 pi xe
noti on conpensated bl ocks to the 8x8 and 16x16 bl ocks, medi um
conplexity notion estimation technique with better RD characteristics,
16x16 double transfornms, better in-loop filter, efficient coding of 4x4
intra prediction nodes, run | ength codi ng of MB-Types, and nore
efficient variable length coding by synbol manipul ati on and adapti ve
coding. The algorithmal so benefits fromblack level filter, and noise
reduction pre-filtering. Real Video9 does not need a post filter
Real Vi deo9 adds new Interl ace capability to the Codec. This docunent
along with reference source code is the specification & conplete
description of Real Vi deo9 codec.

RealNetworks, Inc CONFIDENTIAL INFORMATION
Copyright © 1999-2005 Real Networks, Inc. All rights reserved.

August 17, 2005 RealNetworks, Inc Confidential



Revi si on Hi story:

Revi si on Dat e Coment

1.0 9/ 18/ 02 Initial Decoder Specification

1.1 9/ 20/ 02 | mprovenents and Matching to RV8 Spec.

1.2 10/ 31/ 02 Fi x Typos, Errors, and nore Carification based
on Acer Ali RV9 _questi on. doc

1.3 Entropy codi ng Tabl es Fi x

1.3 Debl ocking Filter Fix

1.5 1/ 26/ 04 Dbl Xfrm Dynam ¢ Range

1.6 7/ 26/ 05 Debl ocking Filter fixes & notes

1.6 8/ 17/ 05 Unanbi guous description of filter sets and

filters in the debl ocking section.

August 17, 2005

RealNetworks, Inc Confidential




Table of Content

Table of Content

1 H gh Level Overview

2 Requi renents, bjectives

3 Interface Specification

3.1 Real Vi deo DLL

3.2 Consol e Application

4 Al gorithm Descripti

B
=

I nt roducti on

N

Overvi ew

e
SENEN
WN P

1/ 4 sub- pel

16x16 Intra

prrsss®
00000000000000

1
2
.3
.4 4x4 Intra Pr
5
6

4x4 Transfor

B
w

.7 Quanti zation

4.3.7.1 Dynam c Range for Various Methods.

4.3.8 Debl ocki ng f

4.3.8.1 | and P Picture In-1oop debl ocking
4.3.8.1.1 Introduction:
4.3.8.1.2 Filter Structures:
4.3.8.2 B Picture Deblocking Filter
4.3.8.2.1 Introduction:
4.3.8.2.2 In Loop Filter for B-franes
B Franes

ons

Pi cture Types
Picture Structure
Macr obl ock Structure

Core Conpression Al gorithm
Macr obl ock Types

prediction

Bl ock sizes for Inter prediction

edi ction
Predicti on
m

4.3.6.1 Exact integer transforminstead of DCT
4.3.6.2 Double Transform

ilter

4.5 Ref erence Picture Resanpling (RPR)

4.6 CPU Scal ability
5 Bi t st r eam Synt ax

5.1 Stream Layer
5.1.1 SPO Fl ags

5.2 Slice Layer

August 17, 2005

RealNetworks, Inc Confidential

31

31
32

32



5.2.1 ECC 34
5.2.2 Pi cSi ze Synt ax 34
5.3 Macr obl ock Layer 36
5.3.1 Structured VLC code 36
5.3.2 MBType & DQuant 37
5.3.2.1 Intra Picture MB Type Syntax 37
5.3.2.2 Run Length coding of Skipped MB 37
5.3.2.3 Adaptive MB Type 38
5.3.2.4 DQuant 40
5.3.3 4x4 Intra Prediction Mdde Codi ng 40
5.3. 4 16x16 Intra Prediction Mdde Coding 42
5.3.5 Moti on Vectors 42
5.3.5.1 Prediction in P Frames 42
5.3.5.2 Prediction in B frames 43
5.3.5.3 Mdtion Vector Transm ssion 44
5.3.6 CBP (Coded Bl ock Pattern) 45
5.3.6.1 CBP length and bit order 45
5.3.6.2 The structure of CBP code. 45
5.3.6.3 CBP descriptor. 46
5.3.6.4 8x8 descriptor and contexts. 46
5.3.6.5 O bits. 47
5.4 Bl ock Layer 47
5.4.1 Bl ock size, scan order, and types of coefficients. 47
5.4.2 The structure of the code. 48
5.4.3 4x4 and 2x2 bl ock descriptors. 48
5.4. 4 Level descriptors. 49
5.4.5 Sign bits. 50
5.4.6 Code Tabl es. 50
5.4.6.1 Partition of code tables based on Inter/Intra codi ng and
guanti zation step sizes. 50
5.4.6.2 Variable-length codes and code tables. 51
5.4.6.3 Code tables. 51
6 Per f or mance Esti mates 52
7 QA Test Procedures 52
8 Ref er ences 52
9 Annex A 52
10 Annex B 54
10.1 Encoder Command line Interface 54
10.2 Decoder Command line Interface 57

August 17, 2005 RealNetworks, Inc Confidential 4



1 Hi gh Level Overview

Real Vi deo9 represents maj or advances in conpression performance.
Real Vi deo9 achi eves new | evel s of conpression perfornmance at | ow as
wel | as high data rates. The inprovenents are due in part to 1/4 pixe
interpolation for notion estimation, the addition of 16x8 and 8x16

pi xel notion conpensated bl ocks to the 8x8 and 16x16 bl ocks, medi um
conplexity notion estimation technique with better RD characteristics,
16x16 double transforns, better in-loop filter, efficient coding of 4x4
intra prediction nodes, run |length coding, and nore efficient variable
| engt h codi ng by synbol mani pul ati on and adapti ve codi ng. Real Vi deo9
doesn’t need a post filter. Real Video9 adds new Interl ace capability to
t he Codec. Real Vi deo9 Decoder has built in CPU scalability to ensure
best possible Video Experience various hardware configurations.
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2 Requirenents, Objectives

M ni mum Decode Platform 160x120 pixel, 7.5 fps decode on a Pentium™
200 MHz with 16 MB of nenory.

Target bit rates: < 20 kbps, 30 kbps, 100 kbps, 500 kbps, 1-2 Myps DVD
quality bit rates, HDTV bit rates, and above.

Target frame sizes: mninumframe size is 32x32, with particul ar
attention to the range CIF (352 x 288) to VGA Resol ution (640 x 480).

Video quality requirenents: A noticeable inprovenment in video quality
over Real Video 8 at conparable data rates.

3 Interface Specification

3.1 Real Video DLL

Decoder DLL will conply to the Real Vi deo back-end interface detailed in
Annex A. These interfaces mght change for subsequent rel eases.

3.2 Consol e Application

A consol e application version of the codec will be available for
devel opnent and testing purposes. The encoder and decoder command |ine
argunents are listed in Annex B

4 Al gorithm Descriptions

As conpression quality is still considered the nost inportant
devel opnent area for inproving the stream ng video experience,
Real Vi deo9 delivers a quantum junp in conpression efficiency.

4.1 I ntroduction

The Real Vi deo9 and Real Vi deo8 algorithmis largely based on H 26L or

the Joint Video Team proposal Mweg4 part 10 / Advanced Vi deo Codec,

whi ch experinments have shown provides significant and very visible
codi ng gai ns over Mdeg4v2/ H263+.

Real Vi deo9 devi ates from 26L by:

- not performng the chroma DC coefficient manipul ation (although a
| ower chroma DC quanti zer achi eves al nost the exact sane result)
not including the 8x4, and 4x8 notion conpensated nodes
addi tional 4x4 intra prediction nodes (These were proposed to JVT
and have been accepted in sinplified form (node 7))
addition of B franes (26L now has generalised Bipredictive-framnes)

August 17, 2005 RealNetworks, Inc Confidential



inloop filter definition and usage
addition of an alternate VLC for coefficients.
Doubl e transformfor Inter and Intra MBs.
Quanti zer Matrix for Double Transform
I mproved Intra prediction node coding.
Adapti ve MB Type codi ng.
Sinmplified Interlace codi ng nodes.
Note: Not Described in this docunent
Al ows RPR

Changes w.r.t. Real Video8 are:

| mproved Intra node codi ng

Advanced Debl ocking Filter

No Post filter required

Quarter Pel Mdtion Estimation (includes the Funny position)
16x8 and 8x16 noti on conpensati on

Doubl e Transformfor Inter 16x16

New QP Matrix for Double Transform

Optim zed Entropy codi ng through explicit Super VLC quanti zer.
Adapti ve MB Types

Run | ength encodi ng of Skip Mdes

Better B Frane notion vector prediction

Bi directional MB Type for B franes

Interl aced Codi ng
0 Not e: Not Described in this docunent

New Picture Size schene to allow splicing of Files.

2 0000000000000

4.2 Overvi ew

Real Video 9 is a hybrid predictive coder that uses tenporal prediction
(nmotion conpensation) and spatial prediction (intra-prediction),
transform based residual coding and an inloop debl ocking filter.
Figure 4.1 provides a high-l evel block diagram of the al gorithm

Frame

* Store <
Temporal
Prediction
Reconstructed Deblocking
+ Frame Buffer [~ Filter > Decoded
L Frame
1 Spatial
Prediction
Incoming
Bitstream *
Coefficient Dequantization Inverse
Decoding » » Transform

Figure 4.1: Block diagramof the Real Video 9 decoder al gorithm

The I ncom ng Bitstream descri bes how to reconstruct pictures in groups
of non-overl appi ng 16x16 pi xels (macrobl ocks). For each macrobl ock,
the bitstreamindi cates whether Spatial Prediction or Tenporal
Prediction is to be used. Once a prediction is formed, the inmage
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residual is forned through the Coefficient Decodi ng, Dequantization and
I nverse Transform process. The prediction and residual are added and
stored in nmenory for use in future spatial prediction. Once the entire
pi cture has been reconstructed, an inloop deblocking filter is used to
renove bl ocking artifacts. This filtered image is then ready to be
rendered and, in addition, used for future tenporal prediction

The Real Video 9 decoding algorithmis defined to reconstruct video
images in YU 4:2:0 format. It is the function of the video renderer
(or equivalent player nodule) to format the picture to the appropriate
col or space for display.

4.2.1 Picture Types

There are 3 picture types in RealVideo 9 — |I-Pictures, P-Pictures and
B- Pi ct ures.

|-Pictures are also referred to as Intra-Frames or Key Franes. They do
not use tenporal prediction and, therefore, do not require other
decoded reference franes to be in the decoder for proper

reconstruction. |I|-Pictures provide entry or access points to the video
sequence.

P-Pictures use both spatial and tenporal prediction. The tenpora
predi cti on al ways uses one reference frame. That reference franme shal
al ways be the nost previous reconstructed |I-Picture or P-Picture.

B-Pictures use both spatial and tenporal prediction. However, tenpora
prediction uses up to 2 reference frames. These reference franes shal
al ways be the 2 nost previous reconstructed |-Pictures or P-Pictures
that were found in the bitstream (i.e. in “bitstreani order, not

di splay order). Because the display tinme of one reference picture is
al ways before the B-Picture and the other is always after the B-
Picture, the placenent of B-Pictures in the bitstreamis not in display
order. Figure 4.2 provides an exanple of display and bitstream
ordering of I, P and B Pictures.
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Display Time
(a)

lo || Pa||B1||B2||Bs||Ps||Bs||Bs| | B~

v

Bitstream/Decode Order
(b)
Figure 4.2: (a) Display Order. (b) Bitstream and Decode O der

4.2.2 Picture Structure

Pictures are divided into non-overl appi ng 16x16 group of pixels called
macr obl ocks. For instance, a QCIF picture (176x144 pixels) is divided
into 99 macrobl ocks as indicated in Figure 4.3.

176 pixels

144 pixels 9 macroblocks

| |
11 macroblocks

Figure 4.3: A picture with 11 x 9 macrobl ocks (QCIF picture)
VWhen parsing and decodi ng the video bitstream macrobl ocks are scanned

fromleft to right starting at the top left of the picture. Once an
entire row of macrobl ocks are decoded the next row down proceeds.

4.2.3 Macrobl ock Structure
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The basic transform used for

r esi dual

coding is a 4x4 2-D transform

Figure 4.4 below indicate how a macrobl ock is divided into 4x4 regions
and the scanning order of these regions.

Y U \%
1|2 4 17 (18] |21 22
5|6 8 1920 |23 24
9 (10|11 |12
13 |14 |15 |16

Figure 4.4: Macrobl ock scanning order of 4x4 bl ocks during residual

codi ng

4.3 Core Conpression Algorithm

4.3.1 Macrobl ock Types

Each macrobl ock is given a categorization (macrobl ock type) that
macr obl ock (e.g.

i ndi cates both the way prediction is done for that
or tenmporal) and the way residual

spati al

single 4x4 transforns or a double transforns).
macr obl ock types is given belowin Table 4.1.

transformis done (e.g.

The conplete list of

TABLE 4.1: List of nacrobl ock types

MB Types Descri ption I-Pic |P-Pic |B-Pic
| NTRA Intra, 16 4x4 predictions X X X
I NTRA 16x16 | Intra, 16x16 prediction, Dbl Xfm X X X
| NTER Inter, 1MW X
I NTER 16x16 | Inter, 1MV, Dbl Xfrm X
I NTER 16x8V |Inter, 2Ms for 2 16x8 bl ocks X
I NTER 8x16V |Inter, 2Ms for 2 8x16 bl ocks X
| NTER 4V Inter, 4MW/s for 4 8x8 bl ocks X
SKI PPED Inter, no residual, M/=(0,0) X
FORWARD Fad W, 1IW X
BACKWARD Bwd MW, 1W X
DI RECT Direct, Derived 2W for 16x16 X
bl ock
Bl DI R Fawd & Bawd MV for 16x16 bl ock X
SKI PPED Direct, no residual, Derived W X
for 16x16 bl ock
4.3.2 1/ 4 sub-pel prediction
Motion vectors in RealVideo 9 are transmitted in 1/4 pixel units.
Moti on vectors always point to reference picture relative to MB
position in the decoded picture. Wen the notion vectors for a
Real Networks, Inc Confidential 10
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macr obl ock have been decoded the full-pixel offset can be obtained by
shifting right by 2 bits.

MX_i nt (Mx_luma >> 2)
My _i nt (My_luma >> 2).

The “phase” or sub-pixel |ocation can be obtained by extracting the 2
| east significant bits.

M/X_sub = (M_luma & 3)

MYy_sub = (MWy_luma & 3).
The integer pixels used in the intrepolation are the actual pixels of
the reference picture and/or the padded pixels. The MW is illegal if it

requi res pixels beyond the padded reference image.

For luma sub-pixel interpolation is calculated with a 6-tap filter. For
chroma, a 2-tap filter is used. In addition, one of the 16 interpolated
pi xel s, Mvx_sub = 3, MW_sub = 3, in the luma plane is created using a
stronger filter. The different horizontal and vertical filters are
illustrated in Table 4.2.

TABLE 4.2: Luma Horizontal and vertical notion conpensation filters

(Mvx_sub, | Horizontal, Vertical Filter, po = integer pixels,
MWy _sub) |tg-tenporary buffer, vy = interpol ated i mage
(0,0) to = Po
Vg = 1o
(0,1) to = Po
Vo=(t_2—5t_l+52t0+20t1—5t2+t3+32) >> 6
(0,2) to = Po
Vo=(t_2—5t_l+20t0+20t1—5t2+t3+16) >> 5
(0,3) to = Po
Vo=(t_2—5t_l+20t0+52t1—5t2+t3+32) >> 6
(1,0) to = (P-2 — 5p.1 + 52po + 20p; — 5p2 + ps + 32) >> 6
Vg = 1o
(1,1) to = (P-2 — 5p.1 + 52po + 20p; — 5p + ps + 32) >> 6
Vo=(t_2—5t_l+52t0+20t1—5t2+t3+32) >> 6
(1,2) to = (P-2 — 5p.1 + 52po + 20p; — 5p> + ps + 32) >> 6
Vo=(t_2—5t_l+20t0+20t1—5t2+t3+16) >> 5
(1,3) to = (P-2 — 5p.1 + 52po + 20p; — 5p + ps + 32) >> 6
Vo=(t_2—5t_l+20t0+52t1—5t2+t3+32) >> 6
(2,0) to = (p-2 — 5p.1 + 20po + 20p; — 5p + ps + 16) >> 5
Vg = 1o
(2,1) to = (p-2 — 5p.1 + 20po + 20p; — 5p + ps + 16) >> 5
Vo=(t_2—5t_l+52t0+20t1—5t2+t3+32) >> 6
(2,2) to = (p-2 — 5p.1 + 20po + 20p; — 5p + ps + 16) >> 5
Vo=(t_2—5t_l+20t0+20t1—5t2+t3+16) >> 5
(2,3) to = (p-2 — 5p.1 + 20po + 20p; — 5p + ps + 16) >> 5
Vo=(t_2—5t_l+20t0+52t1—5t2+t3+32) >> 6
(3,0) to = (p-2 — 5p.1 + 20po + 52p; — 5p> + ps + 32) >> 6
Vg = 1o
(3,1) to = (p-2 — 5p.1 + 20po + 52p; — 5p2 + ps + 32) >> 6
Vo=(t_2—5t_l+52t0+20t1—5t2+t3+32) >> 6
(3,2) to = (p-2 — 5p.1 + 20po + 52p; — 5p2 + ps + 32) >> 6
Vo=(t_2—5t_l+20t0+20t1—5t2+t3+16) >> 5
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(3,3) to
Vo

Po *+ P2
(to +ty +2) > 2

The value of ty is clipped to 0-255 before cal cul ating v,. The final
val ue of vo is again clipped to the range 0-255.

Motion vectors for chronma notion conpensation are derived fromthe
nmoti on vectors for the luma. Specifically, the chroma M/s are

cal cul ated as

MVX_chr oma
MYy _chr oma

= MWx_luma >> 1
= My _luma >> 1

Then the integer offset and sub-pixel |ocation can be obtained by

MVX_chroma_i nt
MYy _chroma_i nt

(MVx_chroma >> 2)
(MYy_chroma >> 2).

MVX_chr oma_sub
MWy _chr oma_sub

(M¥x_chroma & 3)
(MYy_chroma & 3).

Additionally, the size of notion conmpensation blocks are half the size,
hori zontally and vertically, fromthose used in luma. Thus, notion
conpensati on bl ock sizes for chroma include 8x8, 8x4, 4x8 and 4x4.
Chronma notion conpensation filters are given in Table 4. 3.

Not e the rounding or addition factor for each sub-pixel location. In

addition, note that the (3,3) position is the sane as the (2,2)
posi tion.

TABLE 4. 3: Chroma Horizontal and vertical notion conpensation filters

(Mvx_chroma_sub, | Filter (input py output f,,)

MYy _chr oma_sub)
(0,0) fo,0 = Poo
(O, 1) fo,o = (3p0'0 + P1,0 * 2) >> 2
(0, 2) fo,o = ( Poo * Pio ) > 1
(O, 3) fo,o = ( Po,o t+ 3p1'0 + 2) >> 2
(1,0) fo,o = (3p0'0 + Po,1 *+ 1) >> 2
(1,1) fo,o = (9Po,0 * 3Po,1 + 3P0+ P11 +7) > 4
(1,2 fo,o = (3Po,o * Po,1 + 3P0+ Pr1 +4) >3
(1,3) fo,0 = (3po,o * Po,1 + 9P10 + 3py,1 + 7) >> 4
(2,0 foo = ( Poo+ Poat+ 1) >1
(2,1) fo,o = (3po,o * 3Po,1 + Pro + P +4) >3
(2,2) fo,o = ((Poo ¥ Po1 + Pro+ P +1) > 2
(2,3) fo,o = ( Poo * Po,1 + 3P0 + 3py,1 + 4) >> 3
(3, O) fo,o = ( Po,o t+ 3p0'1 + 1) >> 2
(3,1) fo,o = (3Po,o * 9Po,1 + Pro + 3pp1 +7) > 4
(3,2) fo,o = (( Poo * 3Po,1 + Pyo + 3py1 +4) > 3
(3,3) fo,o = ( Poo ¥ Po1 ¥ Pro+ P12 +1) >> 2

The final value of f is clipped to the range 0-255.

4.3.3 Block sizes for Inter prediction
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In this nodel it is possible to estimate noti on and conpensate notion
on 16x16, 16x8, 8x16 and 8x8 pi xel block sizes. The encoder chooses one
noti on conpensati on node for each macrobl ock. Mtion vectors off the
edge of the frame are allowed and used. The luma frame data is padded
by 16 on each side. Interpolation filter Taps Lengths of 6, 2, and 12
(This is special case in Interlace RV9 only) exist for RV9. A valid W
is defined such that the interpolation of that MV is possible within

t he padded i mage.

16 16 8 8 8 8
<> <> <—><—> <—><—>

8] 5]

I NTER | NTER_16X8V | NTER_8X16V | NTER_4V
I NTER_16X16
FORWARD
BACKWARD

DI RECT
Bl DI R

Figure 4.5: Mtion conpensation bl ock sizes for Inter nacrobl ocks

4.3.4 4x4 Intra Prediction

An i nproved advanced intra coding node is used. Relative to the AIC
nmode in H 263+, this version is 4x4 based, the prediction is done in
the spatial domain using one of nine prediction nodes. DC prediction
(the average of the bl ock above and to the left) node is always

al l owed. Two nodes use sinple spatial prediction (1) colum based from
above, and (2) row based fromthe left. Additional prediction nodes are
di agonal

In figure 4.6 below, a 4x4 block is to be predicted (pixels |abeled a
to p below). The pixels Ato P and X from nei ghbori ng bl ocks and may
al ready decoded and used for prediction.

XABCDEFGH
|l abcd

Jef gh

Kij k

Lmnop

M

N

O

P

Figure 4.6: Predicted and predictor pixels

Under some situations pixels AB,CDor |I,J,KL or Xare not available
for use at the decoder. These situations include
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1. These pixels are | ocated outside the picture boundary
2. These pixels belong to another independent slice

In these cases, nodes that require these pixels will not be encountered
by the decoder. Simlarly, pixels EF,GHor MN OP nmay al so not be
avai l abl e for use at the decoder. These situations include the ones
above with the additional case

3. These pixels are located in parts of the current frane that
have yet to be decoded and reconstructed

In these situations the decoder shall use the value of D for pixels

E, F, G H when they are not available. T he decoder shall use the val ue
of L for pixels MN O P when they are not avail able. For exanple,

E,F, GH are not valid for 4x4 bl ocks on the right edge of the 16x16 macrobl ock
except the top row when the macroblock is not at the right edge of the picture.
MN O P are only valid for 4x4 blocks on the | eft edge of the 16x16 macrobl ock
except on the bottomrow.

Mode O:

Cenerally all pixels are predicted by (A+B+C+D+l +J+K+L+4)>>3. |f four
of the pixels are outside the picture, the average of the remnaining
four is used for prediction — i.e. (A+B+C+D+2)>>2 or (I +J+K+L+2)>>2.

If all 8 pixels are outside the picture the prediction for all pixels
inthe block is set to 128. A block may therefore always be predicted
in this node.

Mode 1:
If pixels AAB,C,D are inside the picture, a,e,i,mare predicted by A
b,f,j,n by B etc.

Mode 2:
If pixels I,J,K L are inside the picture, a,b,c,d are predicted by I,
e,f,g,h by J etc.

Mbde 3 - 8:
These di agonal nodes are used only if all A B, CDI,J,KL,X are inside
the picture.

Mode 3:

mis predicted by (L+2K+J +2) > 2

i,n are predicted by (K+23 +1 +2) > 2

e,j,0 are predicted by (J+21 +X+2) >2

a,f,k,1 are predicted by (I +2X + A+ 2) > 2

b,g,| are predicted by (X+2A+ B+ 2) > 2

c,h are predicted by (A+ 2B+ C+ 2) > 2

d is predicted by (B+2C+ D+ 2) > 2

Mode 4:

ais predicted by (A+2B+C+ 1| +2)] + K+ 4) >3
b, e are predicted by (B+2C+D+J+2K+L +4) >3
c,f,i are predicted by (C+2D+E+ K+ 2L + M+ 4) > 3
d,g,j,mare predicted by (D+2E+F+L+2M+ N+ 4) > 3
h,k,n are predicted by (E+2F + G+ M+ 2N+ O+ 4) > 3
|,o0 are predicted by (F+2G+H+ N+20+ P + 4) > 3
p is predicted by (G+H+O0O+P+2) >>2

Mode 5:
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a,j are predicted by (X+A+1 >1
b, k are predicted by (A+B+1 >1
c,| are predicted by (B+C+1) >1
d is predicted by (C+D+1 >1
e,n are predicted by (I +2X + A+ 2) > 2
f,o are predicted by (X+2A+ B+ 2) > 2
g,p are predicted by (A+ 2B+ C+ 2) > 2
h is predicted by (B+2C+ D+ 2) > 2
i is predicted by (X+21 +J +2) > 2
mis predicted by (I +2J + K+ 2) > 2
Mode 6:
ais predicted by (2A+ 2B+ J + 2K+ L +4) >3
b,i are predicted by (B+C+1) >1
c,j are predicted by (C+D+1 >1
d, k are predicted by (D+E+1 >1
| is predicted by (E+F+1 >1
e is predicted by (A+2B+C+K+ 2L+ M+ 4) > 3
f,mare predicted by (B+2C+ D+ 2) > 2
g,n are predicted by (C+2D+E + 2) > 2
h,o are predicted by (D+2E+F +2) > 2
p is predicted by (E+2F + G+ 2) > 2
Mode 7:
ais predicted by (B+2C+D+ 2l +2) +4) >> 3
b is predicted by (C+2D+E+ 1| +2)] + K+ 4) >3
c,e are predicted by (D+2E+F + 2] + 2K + 4) >> 3
d,f are predicted by (E+2F + G+ J +2K+L +4) >3
g,i are predicted by (F+2G+H+ 2K +2L + 4) >> 3
h,j are predicted by (G+3H+ K+ 3L +4) > 3
I,n are predicted by (L+2M+ N+ 2) > 2
k are predicted by (G+H+L+M+2) > 2
o is predicted by (M+ N+ 1) > 1
p is predicted by (M+ 2N+ O+ 2) >> 2
Mode 8:
a,g are predicted by (X+1 +1) > 1
b, h are predicted by (I +2X+ A+ 2) > 2
c is predicted by (X+2A+ B+ 2) > 2
d is predicted by (A+ 2B+ C+ 2) > 2
e,k are predicted by (1 +J+1) >1
f,l are predicted by (X+21 +J +2) > 2
i,o0 are predicted by (J+K+1 >1
j,p are predicted by (I +2J + K+ 2) > 2
mis predicted by (K+L+1 >1
nis predicted by (J +2K+L +2) > 2

Spatial prediction in chroma is al so done on a 4x4 bl ock basis using
the sane prediction nodes used for luna. No additional prediction node
information is transmtted in the bitstreamfor chronma prediction
Instead, the prediction nodes for chroma are derived fromthe nodes
used for |una.

For each chroma 4x4 block there are 4 4x4 bl ocks for the correspondi ng
location in luma. The prediction node used for both chroma planes (U
and V) is the prediction node used for the upper left of these |uma 4x4
bl ocks.

4.3.5 16x16 Intra Prediction
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For Intral6x16 nacrobl ocks, one of four prediction nodes are used to
forma 16x16 prediction for the entire macrobl ock. Three nodes are
simlar to nodes O — 2 for 4x4 intra plus a new planar prediction node.
The i mage residual of Intral6x16 macrobl ocks are Doubl e Transforned
(see section QQ.

Define P(i,-1), i=0..15 to be the 16 pi xel s above the nacrobl ock to be
predicted, and P(-1,j), j=0..15 to be the 16 pixels to the left of the
macr obl ock to be predicted.

Mode 0: DC Prediction
If all P(i,-1) and P(-1,i) are inside the picture and current slice
then all 256 pixels are predicted by

15
pred = (( », P(i,-1) + P(-1,i)) + 16) >> 5
i =0

If P(i,-1) are inside the picture and current slice then all 256 pixels
are predicted by

15
pred = (( ). P(i,-1)) + 8) >> 4
i =0

If P(-1,i) are inside the picture and current slice then all 256 pixels
are predicted by

15

pred = (( ., P(-1,i)) + 8) >> 4
i =0

If all 32 pixels are outside the picture, the prediction for all pixels
inthe block is set to 128. A block may therefore always be predicted
in this node.

Mode 1: Vertical Prediction
If pixels P(i,-1), i=0..15 are inside the picture and current slice,
P(0,j), j=0..15 are predicted by P(0,-1) etc.

Mode 2: Horizontal Prediction
If pixels P(-1,j), j=0..15 are inside the picture and current slice,
P(i,0), i=0..15 are predicted by P(-1,0) etc.

Mbde 3: Pl anar Prediction

This node is used only if all P(i,-1), i=0..15 and P(-1,j),
j=0..15 are inside the picture and current slice. The follow ng
cal cul ations are performned:

8
H= > i -(P(7+,-1) — P(7-i,-1))
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V= j(P(-1,7+4) = P(-1,7-}))
j=1

a = 16x(P(-1,15) + P(15,-1))
b = (H+(H>>2))>>4
C = (VH(V>>2))>>4

And finally the actual prediction
pred(i,j) = (a + b-(i-7) +c-(j-7) + 16) > 5

Al'l calculations shall be integer. No divisions (only shifts) are
needed, and all calculations shall be within 16 bits.

For chroma the node used is the node chosen for |uma, except when the
luma node is 3 then node O is used. Mbdes 0,1, and 2 are predicted in
the sane way as | uma except 8x8 bl ocks are used

4.3.6 4x4 Transform

4.3.6.1 Exact integer transforminstead of DCT

A 4x4 integer transformis used for inmage residuals. By having an
exact definition of the inverse transform there is no encoder/decoder
m smat ch. The transformation of the pixels a,b,c,d into four transform
coefficients is defined by:

13a + 13b + 13c + 13d
17a + 7b - 7c¢ - 17d
13a - 13b — 13c + 13d
7a - 17b + 17c - 7d

o0 w>

The inverse transformis defined by:

13A + 17B + 13C + 7D
13A + 7B - 13C - 17D
13A 7B — 13C + 17D
13A - 17B + 13C - 7D

oo

The rel ati onshi p between the transformin one di nensi on w thout
normalization is a° = 676 x a. This is used in the quantization step
(see below). The actual transformis 2D and since it is a separable
transform it inplenented as a horizontal 1D transformfollowed by a
vertical 1D transform
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4.3.6.2 Doubl e Transform

An additional 4x4 transformis used for the 16 DC coefficients of the
16 4x4 transforns inside a nacrobl ock. The coefficients of this second
transformare coded and transnmitted as a block in addition to the 16
4x4 | uma bl ocks (each then having only 15 coefficients). Since we use
the sane integer transformto DC coefficients, we have to perform
addi ti onal normalization to those coefficients, which inplies a

di vision by 676. To avoid the division we perfornmed nornalization by
49/ 2% on the encoder side and 48/ 2 on the decoder side, which gives
sufficient accuracy.

4.3.7 Quantization

Quanti zation is tabl e-based and designed in such a way that the bit
usage as a function of the quantization paraneter is fairly linear. In
t he encoder and decoder, the QP range 0-31 is mapped into the tables
Al QP] and B[ QP], respectively, where the relationship between A[] and
B[] is:

Al QP] x B[QP] x 676% = 23,

A(QP=0,..,31) = {620, 553, 492, 439, 391, 348, 310, 276, 246, 219, 195,
174, 155, 138, 123, 110, 98, 87, 78, 69, 62, 55, 49, 44, 39, 35,
31, 27, 24, 22, 19, 17}

B(QP=0,..,31) = {60, 67, 76, 85, 96, 108, 121, 136, 152, 171, 192, 216,
242, 272, 305, 341, 383, 432, 481, 544, 606, 683, 767, 854, 963,
1074, 1212, 1392, 1566, 1708, 1978, 2211}

Quanti zation of coefficient level Kis perforned as
LEVEL = (((K>>4) x AL QP]x32) >> 16) + f) >> 5

where f is 5 for Inter nacrobl ocks and 10 for |Intra nacrobl ocks.
Dequanti zation is defined as

K = ((LEVEL x B[QP]) + 8) >> 4.

For the coefficients of the second transformin |INTRA 16x16 and
| NTER_16x16 macr obl ocks quanti zation is performed as

LEVEL = (K x A{QP] + f)>>20,

where f is 0x55555. Dequantization is as above except that the three
| owest frequency coefficients are dequantized with a different

quanti zation |level. These special coefficients are shown in Figure
4.7.
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Co | C1 | C5 | Cs

Co | C4 | C7 | Cr2

C3z | Cg | Ci11| C13

Co | Ci0| Ci4| Cis5

Figure 4.7: Second transformcoefficients with | owered QP (shaded)

Specifically, these coefficients are dequantized using a different QP
value. This value is derived fromthe nacrobl ock QP (used for the
other coefficients) using the two tables below The first table is used for
I ntra macrobl ocks, and the second table is used for Inter macrobl ocks.

| uma_i ntra_quant _DC 32] =
{0,1,2,3,4,5,6,7,8,9, 10, 11, 12, 13, 14, 15, 16, 17, 17, 18, 18, 18, 19
, 19, 19, 20, 20, 20, 22, 22, 22, 22}

| uma_i nter _quant _DC[ 32] =
{0,1,2,3,4,5,6,7,8,9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 20, 21
, 21, 22, 23, 23, 23, 24, 24, 24, 24}

Quanti zation is perforned the same way for chroma as for |uma, except
the QP value used is derived fromthe QP used for luma using the tables
bel ow. The chroma DC coefficient (co) is given an even |ower QP than the
chroma AC coefficients (ci-Cis).

chroma_QP_nmap_AC 32] =
{0,1,2,3,4,5,6,7,8,9,10, 11, 12, 13, 14, 15, 16, 17, 17, 18, 19, 20, 20, 21, 22,
22,23, 23, 24, 24, 25, 25};

chroma_QP_nmap_DC[ 32] =
{0,0,0,1,2,3,4,5,6,7,8,9, 10, 11, 12, 13, 14, 15, 15, 16, 17, 18, 18, 19, 20, 20

, 21,21, 22, 22, 23, 23};

After inverse transformation, the pixel values will then be 2° too
high, and a 10 bit downshift is needed as a part of the frane
reconstruction. The definition of the transformand quantization is
designed so that no overflow will occur with the use of 32-bit
arithmetic for input, output or internediates. For exact precisions
see 4.3.7.1.

4.3.7.1 Dynam ¢ Range for Various Mt hods.

A*B*676*676 = 2734

Transformlnput = 9 Bits per pixel

Double Xfrminput is DC coeff of 16 4x4 bl ocks normalized by 49/2715.
So the input to the remaining chain is 11 bits.

Transform Internedi ates = 13*13*4*4 * 2729 = 21 Bits.

Transform Qutput = 21 Bits

(11 bits can represent normalized Xfrm at QPO)
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Quant Input = 21Bits

Transf orm Coeff Value Reduced to 17 Bits and then saturated to 16 bits
during Quantization. (Corresponds to % LSB Ganularity for Table A)

The down shift & saturation is not done for the double Xfrm

Quant Qutput = 10 Bits. (signed)

(I'n case of Double Xfrmand SuperVLC, if the output exceeds 10Bits, the
Doubl e transformis not done. The MB is recoded as | NTRA MB)

Tranform + Quant nornalization = 2720

QAL * B = Level * [A* B* 676 * 676] / [13 * 13] * 2720 < 2”16
Dguant Input = 10 Bits

Dguant Internediates = 16 Bits

Dguant Normalisation = 274

Dguant Qutput = Max 12 Bits

Ixfrmlnput = 12 Bits

IxXfrmiInternediate = 13*13 * 27212 < 2720
I xfrmNormalization = 2710

IxfrmOQutput = 9 bits

Doubl e Xfrm

QAL * B = Level * [A* B* 676 * 676] / [13 * 13] * 2720 < 2”18
Dguant Input = 11 Bits

Dguant Internediates = 18 Bits

Dguant Normalisation = 274

Dguant Qutput = Max 14 Bits

Ixfrmlnput = 14 Bits

IxXfrmiInternediate = 13*13 * 27214 < 2722
I xfrmNormalization = 2710

IxfrmOQutput = 11 bits

4.3.8 Deblocking filter

For I, P and B Pictures an in-loop deblocking filter is used. (Note:
since B Picture are never used as reference franmes, deblocking is
optional in the encoder & decoder)

4.3.8.1 | and P Picture In-loop debl ocking

4.3.8.1.1 I ntroduction:

After the reconstruction of a entire picture a conditional filtering of
this picture takes place, that effects the boundaries of the 4x4 bl ock
structure. RV9 deblocking filter is designed to provide PSNR

i nprovenent as well high visual quality. Thus there is no snoot hing
post-filter required for RV9.

Debl ocking Filter:

The debl ocking filter consists of 3 basic parts.
Determ nation of Block Strength.
Activity Measures
Filters

Bl ock Strengt h:

August 17, 2005 RealNetworks, Inc Confidential 20



First, each 4x4 luma block in a reconstructed nmacrobl ock is assigned a
filtering Strength, which has the foll owi ng val ue:

of the notion vector conponents of
the two adj acent 4x4 bl ocks (above
and to the left) is at |east one

i nteger pixel (four Y. pixels)*.

4x4 bl ock condition Strength
Macro bl ock is Intra-coded, or 2
| NTER _16x16 coded

4x4 Bl ock is non | NTRA, but has 1
nonzero coefficients

The absol ute difference between one 1

The adj acent (above and to the left)
notion vectors refer to different
reference frames (in B frames)

See

section 4.3.8.2

El se

0

Al'l bl ocks are checked. Eg. Four

Mbtion vector

. BEven if the bloc

and the adjacent block are inside the MB they have different MWs

and thus are checked for nption vector

Bl ock Strengths are not additive.
t he hi ghest nunber is set.

FilterSet Types:

There are 3 FilterSet types.
“Strong Filtered”,

“Normal / Weak Filtered”,
“Not Filtered”.

The selection criterion is.

di fference.

If nultiple conditions apply,

k

4x4 bl ock condition

Filter Set

Strength is 2 on at | east one side
of the 4x4 edge and is MB edge.

“Strong Filtered”

Strength > 0 on at |east one side
of the 4x4 edge

“Nor mal

/| Weak Filtered”

El se “Not Filtered”
Edge Scan:
Filtering takes place on each 4x4 block in the foll ow ng order
| 3 i
2 |
4 4x4Block |1
| 1 :

1. Filter this Horizontal edge if marked as “Normal
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2. Filter this Vertica

3. Filter this Horizonta

4. Filter this Vertica

edge if marked as “Nornal

/| Weak filtered”.

edge if marked as “Strong Filtered”.

Edges of a 4x4 bl ock.

In essence the Vertica
filter, and the “Strong filtered”

/| Weak filtered”

edge.

filter

edge if marked as “Strong Filtered”.

| ags behind the Horizonta
edge | ag behind the “Normal
The design is such that 4x4 bl ocks are

traversed fromleft to right and top to bottom on the whol e

But there are other ways to achieve bit exact results.
By carefully anal ysing the dependenci es you could traverse

MB's fromleft to right.
Picture edges are not filtered.
Slice boundaries do not change the deblocking filter
behavi our. Al
debl ocki ng stage. It
appropriate information if

i mage.

conceal nent.

Activity Measures:

slices are assuned to be avail able during the

is up to the decoder to fill in
| oss occurs as part of error

Error conceal nent techniques are not nornmative.

After the strengths and FilterSet types have been sel ected based on
recursive depth and

coded i nformati on,
strengths in done based on | oca

Bl ock based Filter

further

Deci si on:

selection of filters,
i mage properties.

Paraneters Al and Ar:

The type of filter
is made for each ful
paraneters (A, Ar,

(“Strong 5 Tap”,

“Nor mal

4/ 3 Tap”
edge of a 4x4 block by calculating a set of
b3Snmoot hLeft and b3Snoot hRi gh) .

or “Weak 2/3 Tap”)

Al and Ar parameters select which filter to use and al so the recursive

depth of the filter,

and are cal cul ated using the follow ng al gorithm

1. Edge is marked with FilterSet “Strong Filtered”

L30 L20 L10 R10 R20 R30

L31 L21 L11 R11 R21 R31

L32 L22 L12 R12 R22 R32

L33 L23 L13 R13 R23 R33

Figure 4.9: Filtering a vertical edge (dark line)

Consi der the above vertical edge showin Fig. 4.9.

Conput e:

deltalL[0] = L20 - L10;
deltal[1] = L21 - L11;
deltal[2] = L22 - L12;
deltal[3] = L23 - L13;
deltaRf 0] = R20 - R10;
deltaR[ 1] = R21 - R11;
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deltaR[ 2] = R22 - R12;
deltaR[ 3] = R23 - R13;
A = A =3

delta = deltal[ O] +del t aL[ 1] +del t aL[ 2] +del t aL[ 3] ;

i f (ABS(deIta) >= beta) A = 1;

delta = deltaR 0] +del t aR[ 1] +del t aR[ 2] +del t aR[ 3] ;

i f (ABS(deIta) >= beta) Ar = 1;

NOTE: The DeltaR[] and DeltalL[] cal cul ated can be used
again later for the actually filter calcul ation.

deltal2[ 0] = L20 - L30;
deltal2[1] = L21 - L31;
deltal2[2] = L22 - L32;
deltal2[3] = L23 - L33;
del taR?[0] = R20 - R30;
deltarR?[1] = R21 - R31;
deltaR[2] = R22 - R32;
del taR?[3] = R23 - R33;

b3Snmoot hLeft = b3Snoot hRi ght = true;

delta = deltalL?2[ 0] +del taL2[ 1] +del t aL2[ 2] +del t aL2[ 3] ;

if (ABS(delta) >= beta2 & Al !'= 1) b3Snoot hLeft

= fal se;

delta = deltaR2[ 0] +del t aR2[ 1] +del t aR2[ 2] +del t aR2[ 3] ;

if (ABS(delta) >= beta2 & Ar != 1) b3Snoot hRi ght

VWhere beta is 4*b and beta2 is either 3*b or

= fal se;

beta2 is 4*b in

the | uma conponent when the nunber of pixels in the frame is |ess
than or equal to 176*144. b is a function of the MB QP and gi ven

as

QPJ0 1 2 3 4 5 6 7 8 9 10111213 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

(=2

00 0 O0O0OO0OOO3 3 3 44 46 6 6 7 8 8 9 910101111 121314 1516 17

Using Al, Ar, b3SnoothLeft and b3Smpot hRi ght the table bel ow
shows the cases when each of the 3 filters are used.

FilterSet == “Strong Filtered”

Bl ock Al Ar

Filter

A =3 & A = 3 &&
b3Snmoot hLeft =t rue && b3Snoot hRi ght =t rue

Strong 5 Tap

Al >1 &% A > 1

Normal 4/3 Tap

A or Ar >1

Weak 2/3 Tap

El se

none

2. Edge is marked with FilterSet “Norrmal / Wak Filtered”
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Consi der the above vertical edge showin Fig. 4.9.

Conput e:

deltalL[0] = L20 - L10;
deltal[1] = L21 - L11;
deltal[2] = L22 - L12;
deltal[3] = L23 - L13;
deltaRf 0] = R20 - R10;
deltaR[ 1] = R21 - R11;
deltaR[ 2] = R22 - R12;
deltaR[ 3] = R23 - R13;
A = A =3

delta = deltal[ O] +del taL[ 1] +del t aL[ 2] +del t aL[ 3] ;
i f (ABS(deI ta) >= beta) Al = 1;
delta = deltaR 0] +del t aR[ 1] +de| taR 2] +del taR[ 3] ;
if (ABS(delta) >= beta) Ar = 1;

del talL2[0] = L20 - L30;
deltalL2[ 1] = L21 - L31;
deltalL2[2] = L22 - L32;
deltalL2[3] = L23 - L33;
deltaR2[0] = R20 - R30;
deltaR2[1] = R21 - R31;
deltaR2[2] = R22 - R32;
deltaR2[3] = R23 - R33;
(used later)

NOTE: The DeltaR[] and DeltalL[] cal cul ated can be used
again later for the actually filter calcul ation.

VWere beta is 4*b. b is a function of the MB QP and gi ven as

QPJo0 1 2 3 4 5 6 7 8 9 10111213 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

blo o 0 0 0000 3334446 66 7 8 8 9 910101111 121314 1516 17

FilterSet == “Normal / Wak Filtered”

Block Al Ar Filter Type
Al >1&& A >1 Normal 4/3 Tap
Al or Ar >1 Weak 2/3 Tap
El se none

3. Edge is marked with FilterSet “Not Filtered”
This edge is not filtered.

Pi xel Based Activity Measure:

Once a filter type has been selected for a 4x4 bl ock edge, various
clipping conditions are determ ned for each of the 4 rows or colums of
the vertical or horizontal edge being filtered.
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The al pha activity paranmeter is used to determ ne whether to keep the
filtered pixel, clipit or to discard it -- all of which can be viewed
as clipping functionality.

Consi der the set of eight pixels across a 4x4 bl ock horizontal or
vertical boundary shown in Fig. 4.10.

L4 L3 L2 L1 R1 R2 R3 R4

Figure 4.9: Eight pixels across a horizontal or
vertical edge (dark line)

Each side of the edge has clip strength defined by d and C in the
foll owi ng way

a
Cr

AAipTbl [QP][strength_left]
AipTbl [QP][strength_right]

with dipTbl defined bel ow

P 0123456789 1011 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

CipTbb(gp,0) 0000000000 O O O O OO O OO OOOTUOU OO OUOTUOU OO OUOTU OTDW
dipTbl(gp,1) 0OOOOOOOOO O 1 212 1 1 1 1 1 1 1 1 2 2 2 2 3 3 3 3 4 5 5
dipTbl(gp,2) 0OOOOO0OOOO0OO1I 212 1 12 1 1 1 1 2 2 2 2 3 3 3 4 4 5 5 5 7 8 9

QP_Above
---- Top Edge -
QP_Left | QP_4x4_Block

The values of strength_left and strength_right defined as the 4x4 bl ock
Strength for the block to the left (or above) and the block to the
right (or below) of the edge, respectively. The QP used to get these
strengths are the QP's of the block to the left (QP_Left) or the block
above (QP_Above). QP_4x4 Block is the QP of the bl ock under
consideration, thus is used for strength_right or strength_bel ow (or
above), apl ha, beta etc.

The bel ow cal cul ations of delta and N are used to deterni ne the
cli ppi ng bounds based on the type of filter.

delta = (RL - L1);
N = ABS(del t a) *al pha) >>7;

wi th al pha determ ned using the Macro Block QP using the table bel ow.

QPJo0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

2 1128128128128128128128128128128122 96 75 59 47 37 29 23 18 15 13 11 10 9 8 7 6 5 4 3 2 1
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Filter Type "Strong 5 Tap”:

delta or N dip

delta =0 C=0 (effectively, no filtering)

N=20 C = 255 (effectively, no clipping)

N=1 C=(d +0 +A +A)/ 2

N> 1 C=0 (effectively, no filtering)
Filter Type “Normal 4/3 Tap”:

delta or N dip

delta =0 C =0 (effectively, no filtering)

N <= 2 C=(d +0O +A +A) [ 2

N >= 3 C =0 (effectively, no filtering)
Filter Type “Weak 2/3 Tap”:

delta or N dip

delta =0 C =0 (effectively, no filtering)

N <= 3 C=(d +O +A +A) [/ 4

N >= 4 C =0 (effectively, no filtering)

Pi xel based Recursive Depth decision

This too can be viewed as a clipping decision
pi xel of the block by the sane filter structure and decide to keep or

discard the filtered pi xel based on b.
Strong 5 Tap Filter:
34 pel is not filtered for chroma.
Normal 4/3 Tap Filter:

ABS(deltalL2)<= b

Then filt

Weak 2/3 Tap Filter:

4.3.8.1.2

ABS(del talL2) <=
Then Filter the 2" pixel on the Left. Sanme for right.

Filter Stru
The foll owi ng defines each of the three filters using the pixe

notation fromFig. 4.9.
resulting filtered output

Weak 2/3 Tap Filter
Adip(-C, C ((RL —-L1 +1) > 1)

D =
LY
Rl,

DL
L2’

er 2" pixel on the Left.

ctures:

Wth L1, L2

b & Al >1

L3, RI’, R

You can filter

Sane for

dip(0, 255,
dip(0, 255,

(L1+D) )
(R1-D) )

dip(-a/2, d/2, (L3 + L1 -

dip(0, 255,

(L2+DL) )

L2<<1 -D) >> 1)

August 17, 2005

RealNetworks, Inc Confidential

bei ng the

26



DR
R21
Not e:

dip(-C/2, /2, (RB+ Rl - R<<1 +D) >> 1)
dip(0, 255, (R2+DR) )
fromL1-Rl is used for L2 & R2. (Thus recursive filter)

w)

Normal 4/3 Tap Filter

D =dip(-C, C ((RL - L1 << 2 + (L2 - R2) + 4) >> 3)
L1’ = dip(0, 255, (L1+D) )

R1’ = dip(0, 255, (R1-D) )

DL =dip(-d, d, (L3 +L1 - L2<<1 - D >>1)

L2’ = dip(0, 255, (L2+DL) )

DR =dip(-C, O, (RB +RL - L2<<1 + D) >> 1)

R2’ = dip(0, 255, (R2+DR) )

Note: D fromL1-Rl is used for L2 & R2. (Thus recursive filter)

Strong 5 Tap Filter

L1’ = (25*L3 + 26*L2 + 26*L1 + 26*Rl + 25*R2 + D1) >> 7
L1’ =dip(-C C L1 - L1) + L1;

R1l'" = (25*L2 + 26*L1 + 26*Rl + 26*R2 + 25*R3 + D2) >> 7
R1’ =dip(-C C Rl'" - Rl) + Ri;

L2'" = (25*L4 + 26*L3 + 26*L2 + 26*L1" + 25*R1l + D1) >> 7
L2’ =dip(-C C L2 - L2) + L2

Note: L1’ is used to calculate L2''.

R2'" = (25*L1 + 26*Rl’ + 26*R2 + 26*R3 + 25*R4 + D2) >> 7
R2’ =dip(-C C R’ - R) + R

Note: R1' is used to calculate R2''.

If Luma

L3’ = ( 26*L4 + 51*L3 + 26*L2" + 25*L1" + 64) >> 7
R3’ = (25*Rl’ + 26*R2’ + 51*R3 + 26*KR4 + 64) >> 7

Note: No clipping for 39 pel.
Note: L1' & L2' are used for L3 .
Note: RI' & R2” are used for R3'.

Di t her:

The Strong 5 Tap Filter output is dithered by adding variable offset D1
and D2 before down shifting and truncation. D1 and D2 val ue can be

| ooked up by the relative position of the pixel in a 16x16 grid. The

| ookup index is sinply the least significant nibble of the X or Y

val ue. The appropriate Left or Right table is to be used.

ditherL[16] =
{ 64, 80, 32, 96, 48, 80, 64, 48, 80, 64, 80, 48, 96, 32, 80, 64 };

ditherR[16] =
{ 64, 48, 96, 32, 80, 48, 48, 64, 64, 64, 80, 48, 32, 96, 48, 64 };
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Comment s:

a The Basic Design of this filter is:

o Bl ock based decision of the Filter Structure
o Pixel based clipping of the Filtered val ue.

aq There mght not be a need to clanp the output of certain filters
to 0-255 since they al ways produce output w thin 0-255.

g Dither renoves the Constant edge difference, which can be seen on
hi gh contrast displays even after filtering.

g Wak 2/3 filter simlar to Dither filters away the sharp edges of
bl ocks, which would generally fail all activity tests for the
“Normal or Weak Filtered” and “Strong Filtered” FilterSets.

g Strong 5 tap filter has larger activity range with N<=1 thus
clipping of the 5 tap output has been introduced for N=1.

q al pha, beta have been detuned above QP=23 (already reflected in

the tables). beta2 is 4b for video equal or smaller than QG fs and

3b for all pictures |larger than 176x144.
The peculiar Filter Scan allows for the output of the Strong 5 Tap
filter with Dither to be the |ast operation on the inmage. This retains
the Dither and 3™ filtered pel which otherwi se would require special
code to retain.

Note: In a MB each 4x4 bl ock nunbered in raster scan, then block 12 bottom
hori zontal “Normal / Weak filtered” edge shoul d have used clip val ue
corresponding to block 12 & the clip value of the block bel ow Released RV9/10
decoders & encoders do not use the clip value of the bl ock bel ow instead use
bl ock 12 clip value for O. Please see source code, as source code usage is,
‘as is’ normative; change is under consideration for next revision.

4.3.8.2 B Picture Deblocking Filter

4.3.8.2.1 I ntroduction:

Since RV9 debl ocking filter is highly conplex and B-Franmes are not used
for prediction, 2 Deblocking filters for B-frames are provided. Only
under conditions when CPU is unable to handle Full Franme rate video
should this sinple filter be used. The RV9 In-loop filter described
above with the nodifications described bel ow provide a high visual
quality for B-franes.

4.3.8.2.2 In Loop Filter for B-franes

In B-franes certain blocks are filtered because they reference
different reference frames. Using the schene as described in section
4.3.8.1 these blocks are already tagged as to be filtered or not. Since
this scheme will pronote blocks to be filtered either by the strong or
weak filter certain precautions have to be taken. The clipping strength
of such a block is changed.
Use Strong filter but use clipping strength corresponding to the
reference frane.
Use Normal filter but use the clipping strength of current frane
QP and Strength = 2.
The clipping strengths on only the side corresponding to the block wll
be changed. The strength of the adjacent side is cal cul ated based on
Oiginal strength of this block and the current QP.

4x4 bl ock condition FilterSet d i pping
Strength
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The adj acent notion vectors refer
to different reference franes.

RefDi ff == true

Edge set to be Filtered “Strong | RefQP Strength 2
Filtered”
Edge not set to be Filtered “Normal / Weak Q@ Strength 2
Filtered”
El se 0
MBt ype Adj acent MB type Ref Di f f
For war d Not Forwar d True
Backwar d Not Backward True
Ski pped For war d True
Direct Backwar d
Bi Di r
Intra Any Fal se
Intraléx16 Any Fal se

Note: Use of Sinple RV8 in-loop deblocking filter for B-frames (Luma
only) is allowed for CPU scalability.

4.4 B Franes

RV9 supports the B frame node with Forward, Backward, Direct, and Bi-
predictive MB types . For the direct prediction node the prediction
type is determned by the reference macrobl ock prediction type (16x16
or 8x8), and is 16x16 with zero notion vector when the reference
macrobl ock is | NTRA or SKI PPED

In B franes, there are five nmethods for notion conpensating a
macr obl ock - forward, backward, direct, Bi-predictive and ski pped.
Forward and backward macrobl ocks are estimated and differentially
encoded in a simlar fashion to 16x16 M's in a P frame, except the
reference picture that is used can be either the preceding or future P
frame, respectively.

A direct macrobl ock uses as a reference the notion vectors fromthe
macr obl ock in the sane spatial position in the future P frane. There
may be one 16x16 notion vector, or four 8x8 notion vectors in the
reference frame (if the reference macroblock is Intra coded, it is
treated as a zero notion vector for these purposes). The forward and
backward notion vectors are derived by scaling the reference notion
vectors based on the relative distance between the B frane and the
surroundi ng P frames. These derived notion vectors are then clipped to
ensure that the referenced bl ocks can be interpolated within the padded
i mage. The notion conpensation prediction is formed by averaging the
noti on conpensated bl ock fromthe future P frame with the notion
conpensated bl ock fromthe previous P frame. A weighted average is
used, where the weighting factors are proportional to the tenpora

di stance between the B frame and the corresponding P frane (i Rati o0

i Rati 0l). The notion conpensated residual is then transfornmed and
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coded. The chroma conponents are conpensated with the sane scal ed
noti on vectors.

The forward and backward notion vectors for direct node nacrobl ocks are
cal cul ated as fol |l ows.

Me = (TRs * W) / TRy
Me = (TR TRy * W/ TRy

| mpl enent ed as:
iRatio0 = (TRs << TR SHFT) / TRy
MVEX (iRatio0 * M/gegex + TR_RND) >> TR _SHI FT
My = (iRatio0 * Mgy + TR_RND) >> TR SHIFT
MVeX = MVeX — MVgeeX
MeY = My — MVgery
TR SH FT = 14
TRRND = (1 << (TR.SHFT - 1)
iRatiol = ((TRy, - TRy << TR SHFT) / TRy,
And Wi ghted Aver age:
U32 vl = (U32) pf;; << 7;
Us2 v2 = (U32) ppi,; << 7;
U32 w= ((vl * uRatio0) >> 16) + ((v2 * uRatiol) >> 16);
pbi,; = (U8) ((w + 0x10) >> 5);
pf = pixel fromfuture reference frane

pb = pixel fromprev reference frame

pb
(U32 is unsigned 32 bit integer. TR SH FT and TR RND are constants

required for the integer calulation of the ratios. Using any ot her
schenme to get the ratio may not lead to bit exact reconstruction.)

predi cted direct node pixel

VWere the vector conmponent MV is the forward notion vectors, M/ is the
backward notion vector, and MVgr represents the notion vectors in the
correspondi ng macrobl ock in the subsequent reference picture. TRy is the
tenmporal distance between the tenporally previous and next reference
frane, and TRz i s the tenporal distance between the current franme and
previous reference frame. Since R- <=1, no clipping is needed for M.
Cipping is need for M. The luma frame data is padded by 16 on each
side, and the subpel interpolation filter is 6-tap. (The filter length
for Interlaced node can be 12 taps.)

ri ght edge: pos_x*3 + M/x < (width + 16-16-3)*3
left edge: pos_x*3 + M¥x > -(16-2)*3

upper edge: pos_y*3 + My > -(16-2)*3

bott om edge: pos_y*3 + MW < (height + 16-16-3)*3

assum ng reference W is ok.
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In case the the correspondi ng macrobl ock in the subsequent reference
picture is of type INTER 4V, four corresponding M/ and M/f's are
cal cul ated and four 8x8 such bl ocks are averaged.

A ski pped macroblock in a B frane is notion conpensated the sanme way as
a direct nacrobl ock, and it is understood that no transform
coefficients are sent for the entire nacrobl ock

In Bi-directional node 2 notion vectors are differentially coded and
transmtted (see section 5.3.4.1), one forward and one backward. Two
predi ctions are interpol ated based on these notion vectors. The fina
noti on conpensation is perfornmed exactly |like the Direct node wei ghted
average on these two predictions. iRatioO and i Ratiol are set to 8192
each.

Note: Interlace nbdes are not Described in this docunent.

4.5 Reference Picture Resanpling (RPR)

RV9 supports RPR in a manner identical to RV8/RV&. (H263+ based)

Ref erence picture resanpling allows an encoder and decoder to change

i mage di mensions on a franme-by-frame basis, w thout having to generate
a key frane. Wien a new i nage dinmension is received the decoder sinply
i nterpol ates/ deci mates the previous reference inmage to the new size
before using it as a predictor for the next frame. The inplenentation
is exactly like H263+ spec annexes O, P, and Q Al Edge displ acenent,
Warping, and Fill paraneters are zero.

At the slice level the Picture size is transmtted using a Variable

I ength and Fi xed length schene for | / P/ B frames. (see section
5.2.2)

RPR is normative to Rv9 conpatibility and this node could be found in
Medi a encoded by others on the net since it is ONfor all rel eases of
RV9 encoders. RPR is an encoder choice and be disabled if so required
for closed | oop inpl enmentations.

4.6 CPU Scal ability

Based on experinents the follow ng Decoder CPU scalability is allowed.
8§ Sinmpler In Loop Filter for B-Franes
§ Disable De-Blocking in B-Frames.
8§ Snhap to Integer Mtion Vectors in B-frames.
§ Dropping B-franes.

5 Bitstream Synt ax

This is the specification of the bitstream syntax. The bitstreamis not
based on any standard and is not forward or backward conpatible with
ot her Real Vi deo Codecs.

5.1 Stream Layer

For Real Video the SPO (or codec opaque data) is used to signal globa
stream paraneters. There is no Picture Header for Real Video but the
slice layer header has been kept. Every picture starts with a Slice
Header .
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Every streamis initialized with

32 bit SPO FLAG
32 bit Bitsream Version

5.1.1 SPO Fl ags

The set of 32 SPO Flags are used to indicate stream|evel options.
Since Real Video 9 has few optional streamlevel nodes, only a few SPO
flags are useful.

TABLE 5.1: SPO Fl ags

Nane Mask Descri ption
RvV40_SPO FLAG SLI CEMODE 0x00000020 | When equal to 1, indicates
that slices are in use*.

RV40_SPO FLAG BFRANMES 0x00001000 | When equal to 1, indicates
that the stream may contain
B- Frames*.

RV40_SPO FLAG FRUFLAG 0x00080000 | When equal to 1, indicates

that FRU shoul d not be
applied on this stream
RV40_SPO FLAG MULTI PASS 0x00400000 | When equal to 1, indicates
the content was encoded wth
mul ti pass**.
Rv40_SPO FLAG VBR_ENCODE | 0x01000000 | When equal to 1, indicates
the content was encoded using
VBR* *

* For all RealVideo 9 streans this flag is set to 1.

** These flags are nerely informational and do not affect the decoding
process.

5.2 Slice Layer

Once the stream has been initialized, the Real Video data is received as
a series of slices that follow the syntax given in Figure 5.1. The
Slice Header is indicated in this diagramas the first 10 fields of
every slice.
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Slice Layer

A

ECC
, y \
PicCodType
4 ¢ N\
SQUANT

v

BitStreamVersion

v

Interlaced si
: g ice
- v N - Header
OSV Quant

!

Deblock PassThru

v

RV TR

v
PicSize

!

MBA

Figure 5.1: Slice Layer syntax

Each slice in the bitstreamis corresponds to a i ndependently decodabl e
section. Thus, prediction across a slice boundary is not allowed.

Mbtion vector

prediction and intra node prediction behaves as if the

area outside the current slice is outside the picture.
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TABLE 5.1: Slice Header field I engths

Field Length | Description
ECC 1 O if slice contains picture data
1if slice contains ECC information
Pi cCodType 2 (00) = RV_INTRAPIC
(01) = RV_FORCED_| NTRAPI C
(10) = RV_INTERPIC
(11) = RV_TRUEBPI C
SQUANT 5 Initial Slice Quantization Paraneter
Bi t stream Versi on 1 Reserved — al ways zero.
Interl aced 1 Interlaced Slice Coding
oSV Quant 2 Super VLC Quanti zer
Debl ock PassThru 1 O if deblocking filter is to be used

1if deblocking filter is to be disabled

RV TR 13 Tenporal reference (in units of mllisecs)

Pi cSi ze Var Decoded Picture size.

VBA Var MBA _NumvBs= (wi dth + 15)>>4 * (height + 15)>>4 - 1
MBA_Fi el dW dt h

47

98

395

1583

6335

9215

SQCIF, QCIF, CIF, 4CF, 16CIF, 2048x1152

5.2.1 ECC

VWhen ECC bit is set the decoder shall skip that slice. ECC Packets
contains forward error correction data and is not normative to the
decoder. Layers above the decoder should performthe error correction
and consune these packets.

5.2.2 Pi cSi ze Syntax
Pi cSi ze( Pi cCodType) { Bits
i f(Pi cCodType == RV_INTERPIC || PicCodType == RV_TRUEBPI O) {
use_prev_w dth 1
if(luse_prev_w dth) GetDi mensions()
} else {

Get Di nensi ons()

}

Get Di nensi ons() {

wi dt h_code 3

width = RPR W dth[wi dth_code]

if(width == 0) {

width = explicit_dinmension() Var

}
hei ght _code Var 3-4

hei ght = RPR Hei ght[ hei ght _code]

i f(hei ght == 0) {
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hei ght = explicit_di mension() Var
}
PicWdth = width
Pi cHei ght = hei ght
}
explicit_dimension() {
Di mension = 0
do {
di m code 8

Di mensi on = Di nension + dimcode * 4;

} while(dimcode == Oxff)

return Di mension

}

wi dt h_code W dt h hei ght _code Hei ght
000 160 000 120
001 176 001 132
010 240 010 144
011 320 011 240
100 352 100 288
101 640 101 480
110 704 1100 180
111 0 1101 360
1110 576
1111 0
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5.3 Macrobl ock Layer

MB Layer

[ MBType_QP() ]

y

[ Intra Prediction ]

<

y

Motion

Vectors

[ Block

Figure 5.2: Macrobl ock Layer

5.3.1 Structured VLC code

Real Vi deo 9 uses a structured variable-length code table to code sone

the information in the video sequence. The structure of this VLCis

shown in Table 5. 2.

TABLE 5.2: Structured VLC
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VLC Structure Code nunber (N Explicit
1 0 1
0 xo 1 1 001
2 011
0 x; 0 x01 3 00001
4 00011
5 01001
6 01011
0 X0 x3 0 x0 1 7 0000001
8 0000011

In Table 5.2 x, take values 0 or 1.

VWhen code nunber is known, the regular structure of the table makes it
easy to create a codeword bit by bit. Simlarly, a decoder may easily
read bit by bit until the last "1" which gives the end of the codeword.

The structured VLC is used in two pl aces.

1. Representation of the nunber of consecutive SKI PPED macr obl ocks
2. Representation of notion vectors (in 1/4 pixel units)

5.3.2 MBType & DQuant

MBType_QP() { Bits

i T(Pi cCodType == RV_I NTRAPI C) {

I ntraMBt ype()

} else {

RLESKi p_MB( Ski pLeft)
}

5.3.2.1 Intra Picture MB Type Synt ax

IntraMBtype() { Bits
mbt ype_intra_16x16 1
if(!nbtype_intra_16x16) ({

nmbtype_intra 1
if(!nbtype_intra) {
dquant ( PrevQP) Var
bt ype_bi t 1
}
}
}

5.3.2.2 Run Length codi ng of Skipped MB

RLESKi p_MB (Ski pLeft) { Bits
i f(SkipLeft) {
Ski pLeft--
} else {
ski p_run Var

Ski pLeft = VLC(skip_run)

}
i f (SkipLeft) mbtype = Skipped
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el se {

Adapt i veMBType()

}

5.3.2.3 Adaptive MB Type

The MB type for P and B-Franes are adaptively mapped to variable length
codes as descri bed bel ow and signal ed using a special VLC table.

A|lB]|C

D | E

Figure 5.3: Macrobl ocks used to decode the macrobl ock type of
macr obl ock E (shaded)

Decodi ng of the current macrobl ock type (macroblock Ein Fig. 5.3) is
based on nei ghbori ng macrobl ock types (macroblock s A, B, C, D).

The nost probabl e node near MB E is cal cul ated by building a histogram
of the MBtypes A, B, C, and D. If any is unavailable it is not

consi dered for building the histogram |If a neighboring macrobl ock is
a SKIPPED MB then in P-Franes it is considered a INTER MB and in B-
Franes it is considered a Direct MB.

The MB Type with the |argest frequency and the | owest Hi stogram | ndex
(see Table 5.3) is the nostProbabl eType. G ven the nostProbabl eType
the appropriate VLC table is selected and used to read the MB type for
the current macrobl ock.

TABLE 5. 3: Macrobl ock types and Hi st ogram I ndex

MB Types Descri ption Pic H st ogram
Types I ndex.

| NTRA Intra, 4x4 prediction I/ P/IB 0
I NTRA_16X16 | Intra, 16x16 prediction, Dbl Xfm I/ P/IB 1
| NTER Inter, 1MV, 16x16 P 2
| NTER_4V Inter, 4M/, 8x8 P 3
FORWARD Fad MW, 1MWV, 16x16 B 4
BACKWARD Bwd MV, 1MW/, 16x16 B 5
DI RECT Direct, Derived 2M/, 16x16 B 6
| NTER_16X16 | Inter, 1MW/, 16x16, Dbl Xfrm P 7
| NTER_8X16V | Inter, 2M/, 8x16 P 8
BI DI R Fad & Bad MWV, 2MW/, 16x16 B 9
| NTER_16X8V | Inter, 2M/, 16x8 P 10

Tables 5.4 and 5.5 give the VLC codewords for P-Frames and B-Frames for
each possi bl e nost Probabl eType.
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TABLE 5.4: VLC codes for

MB Types in P-Franes

MB Type for VLC code for nostProbabl eType
macr obl ock E Intra I ntraléx16 I nter I nter_4V
| NTRA 1 001 01101 1001
| NTRA_16x16 | 01 1 0101 10001
| NTER 001 01 1 01
| NTER 4V 000001 0000001 0100 00
| NTER_16X8V | 00001 000001 001 101
| NTER_8X16V | 0001 00001 000 11
I NTER 16x16 | 0000001 0001 0111 100001
DQUANT 0000000 0000000 01100 100000
MB Type for VLC code for nostProbabl eType
macr obl ock E| Inter16x8 I nter 8x16 Inter16
| NTRA 00001 00001 000001
| NTRA_16x16 | 000001 000001 001
| NTER 1 1 01
| NTER 4V 0001 0001 0000001
I NTER_16X8V | 01 001 00001
| NTER_8X16V | 001 01 0001
| NTER _16x16 | 0000001 0000001 1
DQUANT 0000000 0000000 0000000

TABLE 5.5: VLC codes for

MB Types in B-Franes

MB Type for VLC code for nostProbabl eType
macr obl ock E Intra I ntraléx16 For war d
| NTRA 01 0001 000001
| NTRA 16x16 | 101 1 0001
FORWARD 00 001 1
BACKWARD 11 01 01
BI DI R 10001 000001 00001
DI RECT 1001 00001 001
DQUANT 10000 000000 000000
MB Type for VLC code for nostProbabl eType
macr obl ock E| Backward Bi - Di rect Direct
| NTRA 01001 000001 000001
| NTRA 16x16 | 001 00001 00001
FORWARD 000 001 001
BACKWARD 1 01 1
BI DI R 0101 0001 0001
DI RECT 011 1 01
DQUANT 01000 000000 000000
Adapti veMBType () { Bits
mb_code Var
i f(nmb_code == DQuant) {
mb_code Var

dquant ( PrevQP)

Var
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5.3.2.4 DQuant
dquant (PrevQP) { Bits
use_delta_QP 1
if(use_delta_QP) {
del ta_QP 1
dquant = gNewTAB DQUANT_MJ PrevQP] [del ta_QP];
QP = PrevQP + dquant
} else {
P 5
}
}
Dguant Tabl e (gNewTAB_DQUANT_M))
PrevQP | O 1 2 3 4 5 6 7 8 9 10 |11 |12 |13 |14 |15
d=0 0 2 -1 }/-1 (-1 |11 (-1 |1 |-1 -1 (-2 |-2 |-2 |-2 |-2
d=1 0 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2
PrevQP |16 |17 |18 |19 |20 |21 |22 |23 |24 |25 |26 |27 |28 |29 |30 |31
d=0 2|2 |2|2|2|3|3|3|3|3]|3 |3 |3 ]-3 |3 (-3
d=1 2 2 2 2 2 3 3 3 3 3 3 3 3 2 1 -5
5.3.3 4x4 Intra Prediction Mde Codi ng
The signaling of the 4x4 intra prediction node only occurs for |NTRA
4x4 type macrobl ocks. A single VLC codeword can represent 1, 2 or 4
i ndi vidual intra prediction nodes. However, a single VLC codeword
cannot represent intra prediction nodes |ocated on different rows of
t he macrobl ock. Therefore, in the bitstreama single row of intra

predi cti on node can be represented in the foll owi ng conbi nati ons.

[4 Mode
[ 2 Mode
[ 2 Mode
Mode
[1 Mode
[1 Mode

ookwhE
=

VLC]
VLC]
VLC]
VLC]
VLC]
VLC]

Four intra prediction

edge of the inmage or current slice.
ai c_top_vlc[index].

Mode VLQ

Mbde VLG [1 Mode VLQ
Mbde VLG [1 Mvde VLQ

Mbde VLG [2 Mode VLQ

Mbde VLC] [1 Mode VLG [1 Mde VLQ

nodes are coded in one VLC codeword only when (a)
it is the top row of a nmacrobl ock and (b) this macroblock is on the top

This VLC table is listed as

Two intra prediction nodes are coded in one VLC only if surrounding

intra prediction nodes are of a specific conbination
bel ow, nodes a and b are being consi dered whether they are to be

decoded as a single codeword.
In case of INTRA 16x16 the 4x4 block in consideration A B, or
gi ven the node nunber sanme as the | NTRA 16x16 prediction node (see

Tabl e5.7). In case of other
VWhen surroundi ng nodes A, B and C are known,

searched in Table 5.5.
found, then a single VLC table,
decode both a and b, t

oget her .

MB nt ypes,

In Fig. 5.4

Cis

their conbination is
If the specific conbination of A, B, and C are

speci fied by Tabl e Nunber
These 20 VLC tables are listed as
ai c_2node_vl c[ Tabl e Nunebr][i ndex].

is used to
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Al alb

Figure 5.4: 4x4 Intra Prediction nodes to be decoded (shaded) and
The 4x4 prediction nodes used to determ ne VLC tabl e used

If A, B and C do not match the avail able patterns in Table 5.6, a
single node is decoded. VLC tables given in aic_lnode_vlc[A][B] are
used to code this node. The VLC table used in this case is listed as
ai c_1node_vl c[A][B].

The scan of coded intra prediction nodes then noves left to the next
one to be decoded. Once a rowis finished, the scan proceeds to the
next row of prediction nodes.

TABLE 5.6: Intra prediction node
pattern for decoding two intra
predi cti on nodes as a single VLC

codewor d
Pattern Tabl e
Nurmber
A B C
0 0 0 0
1 0 0 1
2 0 0 2
0 1 1 3
1 1 1 4
2 1 1 5
5 1 1 6
6 1 1 7
0 2 2 8
1 2 2 9
2 2 2 10
7 2 2 11
2 7 2 12
2 2 7 13
8 2 2 14
2 8 2 15
2 2 8 16
1 1 2 17
1 1 6 18
2 2 1 19
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5.3.4 16x16 Intra Prediction Mde Coding

The signaling of thel6x16 intra prediction node only occurs for |INTRA
16x16 type macrobl ocks. The prediction node for the 16x16 macrobl ock is
coded as a 2-bit FLC as shown in Table 5.7.

TABLE 5.7: VLC codewords used for the
intra prediction node of a Intral6
macr obl ock.

VLC Predi cti on Mde
Codewor d

00 DC

01 Vertical, from above

10 Horizontal, fromleft

11 Pl anar

5.3.5 Modtion Vectors

5.3.5.1 Prediction in P Franes

Motion vectors are differentially encoded froma predictor notion
vector. The predictor is found in a way very sinmlar to the description
in H 263+, including howto handl e the cases where the bl ock size
chosen for the current macroblock is larger than the block size for one
or nore of the surroundi ng macrobl ocks. Wth no special edge conditions
the predictor is the nedian of the notion vectors to the left, above,
and above right, relative to the current block. See Fig. 5.5 for
details. If the macroblock is coded in 8x8 node, the nedi an candi dates
for block O are found in the blocks marked with bol df ace nunbers. If
the macroblock is coded in 16x16 node, the candi dates are found from
the blocks in italic.

If there is no block above and to the right of the current block, a
candidate is instead found above and to the left, or just to the left

if above and to the |left does not exist. This is different fromH 263+,
where the zero vector is used in this case. If there is no block above,
the block to the left is used. If there is no block to the left, the
zero vector is used. Mdtion vectors are restricted to val ues which can
be interpolated fromthe padded picture. The reference pictures nmust be
padded 16 pi xels beyond the edges (eight for chronma planes) by
replicating the edge pixels.
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12| 13| 14| 15/ 12| 13| 14| 15

8 9 10 11 2 3

12 | 13| 14| 15

Figure 5.5: Mtion vector prediction

5.3.5.2 Prediction in B franes

Motion vectors in B-Franes are only predicted from avail abl e notion
vectors of nei ghboring macrobl ocks that use the sane reference frane.
The al gorithm for determ ni ng nei ghboring macrobl ocks is the sane as
used in P-Frame MV prediction. Nanmely, If the Above-Right W is
unavail able due to slice or picture edges, the Above-Left M/ is
checked.

Ther ef or e,

The MV predictor for a Backward MB type can only consi der

0 M/s from nei ghboring Backward MB types or

0o “backward” Mvs from nei ghboring Bi-Direct MB types
The MV predictor for a Forward MB type can only consider

0 Ms from nei ghboring Forward MB types or

o “forward” M/s from nei ghboring Bi-Direct MB types
The “backward” M/ predictor for a Bi-Direct MB type can only
consi der

0 M/s from nei ghboring Backward MB types or

0 “backwards” Ms from nei ghboring Bi-Direct MB types
The “forward” MW predictor for a B-Direct MB type can only
consi der

0 Ms from nei ghboring Forward MB types or

o “forwards” MVs from nei ghboring Bi-Direct MB types

Dependi ng on nunber of nei ghboring notion vectors which pass this

criteria, a nedian, average or copy of the notion vectors fromthose
macr obl ocks is used as the predictor.

TABLE 5.8: MW prediction in B-frames

Nunber of MVs Predi cti on Type
3 Medi an

2 Aver age

1 Copy

0 0
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5.3.5.3 Mbti on Vector Transm Ssion

Depending on the MB type, fromO to 4 notion vectors need to be
transmtted. Each notion vector is transmitted as a horizontal and
vertical conponent. The horizontal conponent is transmtted first, then
the vertical conmponent, followed by the next vector. If nore than one
noti on vector is to be sent, the transm ssion order is upper left block
first, and then a regular right to left scanning, as shown in Fig. 5.6.
See Table 5.9 for which code nunbers to use.

16 16 8 8 8 8
<> <> <S> <—> <S> <—>
8$ 1 8$ 1|2
16 1 .l 1|2

8$ 2 8$ 3| 4

Figure 5.6: Mtion vector transm ssion order

TABLE 5.9: Mtion Vector codewords

N Vect or
0 0
1 1
2 -1
3 2
4 -2
5 3
6 -3
7 4
8 -4
9 5
10 -5
11 6
12 -6
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5.3.6 CBP (Coded Bl ock Pattern)

5.3.6.1 CBP | ength and bit order

CBP contains 24 bits representing 16 | um nance bl ocks and 4 * 2

chrom nance bl ocks in a macroblock. Bits that are set to 1 correspond
to coded 4x4 blocks, bits that are set to O correspond to skipped
(enpty) blocks. The followi ng di agram gives the correspondence between
bits and | una/chroma bl ocks.

Y Cr Cb
Bo B: B. Bs Bis Bi7 Bzo Bo:
By Bs Bs Bz Bis Bio B2 Bos

Bg By B1o B11

Blz Bls Bl4 BlS

5.3.6.2 The structure of CBP code.
The overall structure of CBP code is presented bel ow

Input CBP hits

BO' BZS

A
CBP descriptor

Yo-Ys Ctx Co-Cs

Luma 8x8 descriptors Cr bits (when Cr!=Cb)

The main CBP object, CBP descriptor is transmitted first using one of
t he canoni ¢ Huf f man codes (see Section 5.4.6) corresponding to the
current macro-bl ock type, and quanti zer step size.

In turn, values of the conponents of CBP descriptor indicate the
presence of the subsequent code objects: 8x8 descriptors and CR bits.
Among these, 8x8 descriptors are transmitted first, using context-
dependent canoni ¢ Huffman codes. CR bits required by the CBP descriptor
are transmtted directly.

Bel ow we descri be each of these CBP code objects in details.
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5.3.6.3 CBP descri ptor.
CBP descriptor has the foll owi ng conponents:

Yo Y1 Co C

Y 2 Y3 CZ CS

Conposition rule:
Cop_dsc = ((((((G* 3 +C) * 3 +C) *3+GC) *2+Yy) *2+7Yy) *2
+ Yz) * 2 + Y3,

Mappi ngs between the CBP bits and descriptor’s conponents are
established as foll ows:

YO! Yll YZ! Y3 [ BO! Bll B4| BS] ’ [ BZ! B3| BG! B7] ’ [ BS! BQ! BlZI Bl3] ’
[ BlO! Bll! Bl41 BlS]
0 Al 4 bits =20
1 at least 1 bit '=0 (8x8 descriptor to follow)
C:Ol QI.! C>Z| Q’; [ Bl6l BZO] ’ [ Bl7| BZl] ’ [ BlSl BZZ] ’ [ BlQl BZ3]
0 both (Cr,Cb) bits =0
1 only 1 bit (Cr or Cb) =1 (extra bit to foll ow)
2 both (Cr,Cb) bits = 1

5.3.6.4 8x8 descriptor and contexts.

Each 8x8 descriptor is represented by a non-zero group of 4 bits
[Bo, Bi, Bs, Bs], [B2, Bs, Bs, Br], [Bs, Bo, Biz, Bis], or [Bio, Bi1, Bis, Bis] in CBP.

Bo B

B, Bs

Conposition rule:
8x8_dsc = ((By * 2 + B)) * 2 + By) * 2 + By;

There are 4 different tables describing 8x8 descriptors based on their
cont ext :

CGx =Yy + Y + Yy + Y3-1;
where Y,-Y; are the corresponding Y conponents of the CBP descriptor.
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5.3.6.5 Cr bits.

Cr bits are transmtted every tinme when any of the G- C; CBP descri ptor
conponents is set to 1.

5.4 Bl ock Layer

5.4.1 Block size, scan order, and types of coefficients.

Quanti zed DCT transformcoefficients are encoded in bl ocks of 16
coefficients each, corresponding to their original 4x4 |layout:

Co C C, Cs

Cy GCs Cs C;

Cs Co Cio Cu

Clz Cls C14 ClS

The followi ng types of coefficients are encoded using separate groups
of tables:

Luma coefficients from I nter-coded 4x4 bl ocks

Chronma coefficients from I nter-coded 4x4 bl ocks

Luma coefficients from 4x4-transforned Intra bl ocks

Chrona coefficients from 4x4-transforned Intra bl ocks

Luma DC coefficients from 16x16-transfornmed I ntra bl ocks

Chronma DC coefficients from 16x16-transforned Intra bl ocks

Luma DC-renmoved coefficients from 16x16 transformed I ntra bl ocks
Chronma DC-renoved coefficients from 16x16 transformed Intra

bl ocks.

Nk WNE

To sinplify the processing in the last tw cases (dc-renoved
coefficients) the encoding is still done assuming there is a full 4x4
matrix of the coefficients, but the actual code tables are designed
such that coefficient G is always O.
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5.4.2 The structure of the code.
The code for each block of 16 coefficients has the follow ng structure:

Input coefficients

CO' ClS

A
4x4 block descriptor

L4-L5 [C2!C3|C6|C7]
LO'L3 [CSIClZIC:9|C13]
2x2 descri ptOfS [C101C111Cl41C15]

4 4
Level descriptors

Extension codes for large

coefficients
Extra bits
: : For all non-zero
Sign bits coefficients

The main code object, 4x4 block descriptor is transmtted first. Based
on the values of its components, subsequent code objects: 2x2
descriptors, level descriptors, and sign bits may foll ow.

The order of these code objects follows the natural order of conponents
in descriptors. E.g. if 4x4 descriptor indicates that there is a large
DC coefficient, then, the next code object is its Level descriptor. If

the | evel descriptor is not sufficient to represent the absol ute val ue
of this coefficient exactly, it will indicate how many Extra bits wll

follow The Sign bit is transmitted right after.

Bel ow we descri be each of these objects in details.

5.4.3 4x4 and 2x2 bl ock descri ptors.

4x4 and 2x2 descriptors have the foll owi ng conponents:

Lo Ll LO Ll
Ls

LZ L3 LZ LS

Ls Le
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Conposition rul es:
4x4_dsc = ((((Lo* 3 + L) * 3+ Ly *3+Lg) *2+Ly) *2+Ls) * 2+ Lg
2x2_dsc = ((Lo * 3 + L)) * 3 + Ly * 3+ Ly

Mappi ngs between coefficients’ values and descriptor’s conponents:

Lo Co, Cy Cg, Cyo Ly, Ls L3 Cu, Gy G G G G,
ClZI C9| Cl3| Clll Cl4| ClS
0 0 0 0
1 1,-1 = 1
+1,- 2 >1, <-1 (escape code)
2 +2,-2
3 >2,<-2 (escape code)

L4| L5| L6 [CZn C/Rn C6- C7]| [C81C12|C91C13]|
[C101C111Cl41C15]

0 0 (all 4 coefficients=0)

2 10 (escape code)

The encodi ng of 2x2 descriptors for L, and Ls blocks is done using the
same tables (with an inverse scan order of coefficients in the Lsg
bl ock). The 2x2 descriptor for block L6 is encoded using separate
t abl es.

5.4.4 Level descriptors.

VWhen coefficients are large (which is signalized by escape codes in 4x4
or 2x2 descriptors), their absolute residual values are transmtted
using additional |evel descriptors and extension bits as specified

bel ow

Level descriptors Extra bits Absolute residual values
0-22 0 0-22

23 1 23-24

24 2 25-28

25 3 29-36

26 4 37-52

27 5 53-84

28 6 85-148

29 7 149-276

30 8 277-532
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5.4.5 Sign bits.

Sign bits are transmitted for all non-zero coefficients follow ng the
description of their absolute values (by the correspondi ng conbi nation
of 4x4, 2x2, or level descriptors).

Encodi ng of all non-zero DCT coefficients is done in the order as they
appear in 4x4 and 2x2 descriptors.

5.4.6 Code Tabl es.

5.4.6.1 Partition of code tables based on Inter/Intra
codi ng and quanti zation step sizes.

The tables for all code conmponents are separate for Inter- and Intra-
coded macrobl ocks. Additionally, different code tables are used based
on QP val ues used to encode macrobl ocks. The mappi ngs between QPs and
i ndi ces of code tables are provided bel ow.

QP range partition for Intra- QP range partition for Inter-
coded macroblocks coded macroblocks
Region # QPrange Region # QPrange
0 0-9 0 0-6
1 10-15 1 7-10
2 16-19 2 11-14
3 20-24 3 15-18
2 5599 4 19-22

5 23-26
0 30

6 27-30

Note: Intra Qp 30 currently usesregion 0in source code, (it should have been 4). Source code usageis

asisnormative. Change isunder consideration for next revision.
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5.4.6.2 Vari abl e-1 engt h codes and code tabl es.

Variabl e I ength codes represent sequences of bits packed in bytes such
that earlier bits correspond to the leftnost (nmore significant) digits
within a byte.

Encodi ng and decodi ng al gorithnms di scussed herein enpl oy Canonic
Huf f man Codes (see, e.g., A Mffat, and A Turpin, "On the

| mpl enent ati on of M ni mum Redundancy Prefix Codes", |EEE Transactions
on Communi cati ons, 45(10): 1200-1207, 1997).

For the description of such codes we will only specify code | engths.
The reconstruction of the correspondi ng codewords can be acconpli shed
using the followi ng algorithm

/*

* G ven: n — the nunber of codes, and len[] - code |engths
* Produces: code[] - canonic Huffman codewor ds

*/

make_code (int n, unsigned char *len, unsigned int *code)

{
unsi gned int | eaves [ MAX DEPTH+1], start [ MAX _DEPTH+2];

register int i;

/* count the nunmber of | eaves on each |evel: */
for (i = 0; i <= MAX_DEPTH, i++) leaves [i] = 0;
for (i =0; i <n; i++) leaves [len [i]]++

/* set start codes for each |evel: */
start [1] = O;
for (i = 1; i <= MAX_DEPTH, i ++)
start [i + 1] = (start [i] + leaves [i]) * 2;

/* assign codewords: */

for (i =0; i <n; i++)
code [i] = start [len [i]]++;

5.4.6.3 Code t abl es.

The follow ng tables represent |engths of the canonic Huffnan codes for
all the above described conmponents of codes for transformcoefficients
and CBP types.

/* intra tables: */

char intra_cbp[ MAX_ I NTRA QP_REG ONS] [ 2] [ MAX_CBP] = {};

char intra_8x8_dsc[ MAX_| NTRA QP_REGQ ONS] [ 2] [4] [ W 8x8_DSCl = {},;
char intra_l uma_4x4_dsc[ MAX | NTRA_ QP_REG ONS] [ 3] [ MAX_4x4_DSC|] = {};
char intra_luma_2x2_dsc[ MAX_ | NTRA QP_REG ONS] [ 2] [ MAX 2x2_DSC] = {};
char intra_chroma_4x4_dsc[ MAX_| NTRA_QP_REG ONS] [ MAX 4x4_DSCl = {};
char intra_chroma_2x2_dsc[ MAX INTRA_QD REG ONS] [ 2] [ MAX_2x2_DSC] = {};
char intra_l evel _dsc[ MAX_ | NTRA_QP_REG ONS] [ MAX_LEVEL_DSC|] = {};

/* inter tables: */

char inter_cbp[ MAX_I NTER_ QP_REQ ONS] [ MAX_CBP] = {};

char inter_8x8_dsc[ MAX_| NTER QP_REGQ ONS] [ 4] [ MAX_8x8_DSC] = {};

char inter_| uma_4x4_dsc[ MAX_ | NTER_QP_REG ONS] [ MAX 4x4_DSC] = {};
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char inter_luma_2x2_dsc[ MAX_ | NTER QP_RE
char inter_chroma_4x4_dsc[ MAX_ I NTER_QP_REG ONS] [ MAX _4x4_DSC] = {};
char inter_chroma_2x2_dsc[ MAX_| NTER_QP_REG

€]

- ONS] [ 2] [ MAX_2x2_DsCl = {};
char inter_level dsc[ MAX_ | NTER_QP_REG ONS] [ MAX_LEVEL_DSC] {};

G ONS] [ 2] [ MAX_2x2_DSC] = {};
RE
RE

6 Perfornmance Esti mates

Pls See
https://rarvcode-vi deo. hel i xconmunity. org/

7 QA Test Procedures

Every inplementation of RV9 should pass the TCK
https://helixconmunity. org/projects/rarvcode-tck/
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9 Annex A

Real Vi deo Decoders are Split into 2 parts, Real Video Frontend and
t he decoder Backend.

Real Vi deo Frontend: Exposes the Real Media Codec Interface.
The Frontend handles all the Initialization, pre-post filtering,
frane-rate up sanpling, statistics, and scal ability decisions.

Real Vi deo Backend: Exposes the Hive/ PI A Codec Interface.

The Backend decodes the Bitstream The Backend maybe referred to
as ILVC in general or in RV8 by codenane “Tronsg” to refer to
specific al gorithns.
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Back End I nterface:

Rv20t oYUV420I nit (RV1IO_INIT *prv10lnit, void **decoder State)
RV20t oYUV420Free (void *gl obal)
RV20t oYUV420Tr ansf orm (

UCHAR *pRV20Packet s,

UCHAR *pDecodedFr aneBuf f er,

voi d *pl nput Par ans, // H263Decoder | nPar ans
voi d *pQut put Parans, // H263Decoder Qut Par ans
voi d *gl obal )

RV20t oYUV420Cust omvessage (
Pl A Custom Message_|I D *nsg_id, void *gl obal

)
The RV20t oYUV420Cust omvessage function exposes decoder interfaces
that are specific to the "ILVC' decoder. These interfaces are defined

in "ilvcnsg. h".

RV20t oYUV420Hi veMessage (ULONG32 *nsg_id, void *gl obal)

The RV20t oYUV420H veMessage functi on exposes decoder interfaces that
may be applicable to a variety of decoders, not just to "ILVC'. The
'nmeg’ parameter points to a ULONG32 that identifies a particul ar
interface or feature. This ULONG32 is actually the first nmenber in a
| arger struct, simlar to the PIA Custom Message | D usage. See
"hivervi.h" for a conplete |list of supported nessages.

typedef struct tagRVIO_IN T
{
U NT16 outtype;
U NT16 pel s;
U NT16 |i nes;
U NT16 nPadW dt h;
/* nunber of colums of padding on right to get 16 x 16 bl ock*/
U NT16 nPadHei ght;
/* nunber of rows of padding on bottomto get 16 x 16 bl ock*/
U NT16 pad_to_32;
/1 to keep struct nenber alignnment independent of conpiler options
ULONG32 ul I nvari ants;
/1 ullnvariants specifies the invariant picture header bits -- SPO
LONG32 packeti zati on;
ULONG32 ul StreanVer sion;
} RVIO_INT;

typedef struct tag_H263Decoder | nPar ans

{
ULONG32 dat aLengt h;
LONG32 bl nt er pol at el nage;
ULONG32 nunDat aSegnent s;
PNCODEC_SEGQVENTI NFO * pDat aSegnent s;
ULONG32 fl ags;
/1 *"flags' should be initialized by the front-end before each
/1 invocation to deconpress a franme. It is not updated by the
/1 decoder.
/1 1f it contains RV_DECODE MORE FRAMES, it informs the decoder
/1 that it is being called to extract the second or subsequent
/1 frame that the decoder is emtting for a given input frane.
/1 The front-end should set this only in response to seeing

August 17, 2005 RealNetworks, Inc Confidential 33



/1 an RV_DECODE MORE FRAMES i ndi cation in H263Decoder Qut Par ans.
/1 1If it contains RV_DECODE DONT _DRAW it informs the decoder
/1 that it should decode the image (in order to produce a valid
/1 reference franme for subsequent decoding), but that no i mage
/1 should be returned. This provides a "hurry-up" mechani sm
ULONG32 ti nest anp;

} H263Decoder | nPar ans;

typedef struct tag_H263Decoder Qut Par ans

{
ULONG32 nuntr anes,;
ULONG32 not es;
/1" notes' is assigned by the transform function during each call to
/1 deconpress a frame. |If upon return the notes paraneter contains
/1 the indication RV DECODE MORE FRAMES, then the front-end
/1 should invoke the decoder again to deconpress the sane image.
/1 For this additional invocation, the front-end should first set
/1 the RV_DECODE_MORE_FRAMES bit in the 'H263Decoder | nParans. fl ags'
/1 menber, to indicate to the decoder that it is being invoked to
/1 extract the next frane.
/1 The front-end should continue invoking the decoder until the
/1 RV_DECODE MORE FRAMES bit is not set in the 'notes' nenber.
/1 For each invocation to deconpress a frane in the sane
/1 " MORE_FRAMES'
/1 loop, the front-end should send in the sane input image.
/1
/1 1f the decoder has no frames to return for display, 'nunfranes’
/1 will be set to zero. To avoid redundancy, the decoder does
/1l *not* set the RV_DECODE DONT DRAWDbit in 'notes' in this case.

ULONG32 ti nest anp;

/1 The 'tenporal offset' paraneter is used in conjunction with the
/1 RV_DECODE MORE FRAMES note, to assist the front-end in

/1 determ ning when to display each returned frane.

/1 1f the decoder sets this to T upon return, the front-end shoul d
/] attenpt to display the returned image T mlliseconds relative to
/1 the front-end' s idea of the presentation time corresponding to
/1 the input image.

/!l Be aware that this is a signed value, and will typically be

/1 negative.

ULONG32 wi dt h;

ULONG32 hei ght ;

/1 Wdth and height of the returned frane.

/1 This is the width and the height as signalled in the bitstream
} H263Decoder CQut Par ars;

10 Annex B

10. 1 Encoder Command |ine Interface

Usage: tronsoe infile [options]

In the follow ng syntax descriptions, arglist is a comma-separated |i st
of the form\"arg[=val ue],arg[=value],...\". Sonme argunents take

val ues, sone do not. If arglist contains any whitespace, it must be
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encl osed in quotes. For exanple,

-d 4,l=nylog.txt,a

specifies the

debug level to be 4, that the debug log file is named \"nyl og.txt\",

and that the file should be
overwritten.

opened in append node rather than being

Infile Specify raw YWI12 input file
-a letter,arglist Enabl e a specific H 263 annex.
Letter letter is mandatory and nust be the

first argunment in arglist. It is

t he annex's upper case letter

For some annexes, this letter
argunent takes a val ue, as descri bed
bel ow. The remaini ng el ements of
arglist are specific to each annex.
For annexes that can be applied on a
per-layer basis, arglist can contain
\"l=<level >\", indicating the option
is being applied to the given |evel.

K[ =<byt es_per _slice>]

Slice Structured Mode [default slice
size is 512]

O

Add a new scalability layer. First
O option describes |layer 0, second
layer 1, etc (deprecated). Options
i ncl ude:

w=<wi dt h> Layer width [default: layer 0 QCF,
[ ayer n prev] (deprecated)

h=<hei ght > Layer height [default: layer 0 QCF,
l ayer n prev] (deprecated)

p=profile String profile of "P's, "B's and

's [default \"P\"]

r=<ref_|ayer>

[default: O for layer O, n - 1 for
| ayer n] (deprecated)

Enabl e I nterl aced Encode.

-b <i mage_range>

I mages to encode [encode all by
defaul t]

<i mage_range> i s <np-<n>;

3-5 neans franes 3, 4 and 5

4- means frames 4 and beyond

-5 nmeans franes 0 through 5

7 means frames 0 through 7

-Cc <cpu_usage>

Specify CPU scalability setting
cpu_usage i s a nunber between 0 and
100

-d argli st

Speci fy debuggi ng out put .

<l evel >

Detail level. Use -1 to suppress.
[default is O]

| =l ogfile

Qutput file for debug nessages.
[default is stdout]

a

Append to logfile. [default is to
overwite]

-f argli st

Specify format of conpressed out put
file.

r

Use raw format. [defaul t]

X

Use extended raw fornmat.

Di splay this conmand |ine hel p and
exit.
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-i argli st Specify input file format.
w=<wi dt h> Source image width [default is 176]
h=<hei ght > Source inmage height [default is 144]

f ps=<frane_rate>

Source frame rate [default is 30
fps] (deprecated)

sf =<ski p_fact or>

Source frames to skip between each
encoded frane [ 0]

pcf =<cl ock_freq>

Picture clock frequency [default is
29.97] (deprecated)

par =par _descri ption

Pi xel aspect ratio. par_description
is a string (deprecated)

-m <speed>

Speci fy machine clock rate in Miz.

-r node, argli st

Specify data rate control for non-
frames.

node node is mandatory and nust be the
first argunment in arglist. It is
one of the follow ng strings:
g[ =<qual >] Use PIA RCM QUALITY with the given
qual ity [5000].
q =<qp>] Map fixed QP into Pl A_RCM QUALITY
[ 5000] .
fs=<frame_size> (deprecat ed)
fd (deprecat ed)
g=<qual i ty> Specifies mninumaquality level in

range 0 .. 10000.
[default is O].

f ps=<frane_rate>

(deprecat ed)

d=<dat a_r at e>

(deprecat ed)

kb=<dat a_rat e>

(deprecat ed)

B=<QP> Use the given QP for B frames
| =<l ayer > (deprecat ed)
-k node, argli st Specify rate control for | franes.
node node is mandatory and nust be the
first argument in arglist. It is
one of the follow ng strings:
i =<i nterval > Speci fy key franme peri od.
interval = 0 Use PI A KFCM AUTO.
interval > 0 Use PI A KFCM I NTERVAL, with the
gi ven interval
a Use PIA RCM AUTO rate control [this

is the default].

gl =<qual i ty>]

Use PIA RCM QUALITY with the given
qual ity [5000].

fs=<franme_size>

Use met hod Pl A RCM FRAME_SI ZE wi t h
the given target frame size (in
bytes). (deprecated)

g=<qual i ty> Specifies quality level in range O
.. 10000. [default is 5000 for node
Pl A RCM QUALI TY, else 0].
| =<l ayer > (deprecat ed)
-o outfile Specify output file. Qutput

suppressed i f unspecified.

-q

Qui et node (no sunmary statistics).

-V

Ver bose node. Displays progress
messages and statistics about the
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| conpressed bitstreamto stdout.

10. 2 Decoder Conmmand
Usage: tronmsod infile [options]

| nterface

In the follow ng syntax descriptions, arglist is a comma-separated |i st

of the form\"arg[=val ue], arg[=value], ...\
If arglist contains any whitespace, it nust be
-d 4,l=nylog.txt,a specifies the
that the debug log file is named \"nyl og.txt\",

val ues, some do not.
encl osed i n quotes.
debug |l evel to be 4,

For exanpl e,

Some argunents take

and that the file should be opened in append node rather than being

overwritten.

infile

Speci fy TROVBO bitstreaminput file

-b <i mage_range>

| mmges to decode [decode all by
defaul t]

<i mage_range> i s <nPk-<n>;

3-5 nmeans franmes 3, 4 and 5

4- means frames 4 and beyond
-5 nmeans franes 0 through 5

7 means frames 0 through 7

-d argli st

Speci fy debuggi ng out put .

<l evel >

Detail level. Use -1 to suppress.
[default is O]

| =l ogfile

Qutput file for debug nessages.
[default is stdout]

a

Append to logfile. [default is to
overwite]

-e argli st

Specify post filtering options

snoot hi ng

Snoot hing [default is off]
(deprecat ed)

-f argli st

Specify display attributes
(deprecat ed)

-h

Di splay this conmand |ine hel p and
exit.

-i argli st

Specify input file format.

w=<wi dt h>

Conpressed inmage width [default is
176]

h=<hei ght >

Conpressed i mage height [default is
144]

Enabl e | atency node [default is off]

-m <speed>

Speci fy machine clock rate in Miz.
(WN32 I A only)

-o outfile

Specify output file. Qutput
suppressed i f unspecified.

Enabl e snoot hing postfilter [default
is off] (deprecated)

Qui et node. Suppresses display of
summary i nformation.

Ver bose node. Displays progress
messages to stdout.

-x argli st

Speci fy packet | oss characteristics.

<per cent >

Percent packet |oss [default is 0].
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