
LOW BANDWIDTH VIDEO COMPRESSION WITH VARIABLEDIMENSION VECTOR QUANTIZATIONR B Lambert, R J Fryer, W P Cockshott and D R McGregorUniversity of StrathclydeDepartment of Computer ScienceGlasgow G1 1XHScotland, UKE-mail robert@cs.strath.ac.ukABSTRACTThis paper presents a new video compression algorithm targeting low bandwidth conversational ap-plications. Based on variable dimension vector quantization, video frames are encoded with variablesized image blocks in a manner which gives precise control over the number of bits assigned to eachframe and hence over the transmission delay. This algorithm is compared with an implementationof H.263 for conversational services. The results clearly demonstrate its superiority in minimizingtransmission delay while maintaining an image quality comparable to H.263.1. INTRODUCTIONAdvances in communications technology have given us access to ever greater quantities of digitalinformation. However remotely accessing this data increasingly involves long data transfer periodsas demand continues to outstrip available bandwidth. While conversational services such as videoconferencing and video phone exist, there is in practice insu�cient bandwidth available to make theiruse common-place or fully satisfactory.Two key factors determine the usability of a video codec for conversational services: the framecapture to frame display time and the perceptual quality of the received sequences. To maintain anatural conversation it is necessary for the participants to see and hear each other's reactions to vocaland visual signals in as short a time as possible. The frame capture to frame display time disruptsthis interchange. Note that this interval includes frame encoding, transmission and decoding times.Perceptual quality of the display a�ects the usability, both aesthetically and in terms of being able tointerpret subtle \face and body language".The objective of this paper is to present a new video codec targeted speci�cally at low band-width conversational services and hence explicitly structured to minimize transmission delay whilstmaintaining high perceptual quality.2. VARIABLE RATE IMAGE COMPRESSIONA typical video sequence, even one limited to a \talking head" will have periods with high detailand/or motion, separated by periods of little motion or detail. In such circumstances it would seem,at �rst sight, reasonable to focus available bandwidth on subsequences with high detail and/or motionat the expense of the remaining frames.



In such a case the bit budget available to compress a single video frame is determined by theinstantaneous frame rate and currently available bandwidth. As both these factors are in principlevariable, the compression ratio for each frame must be controllable.Compression of still images represents a simpli�cation of video compression. The problem ofvariable compression ratio compression is therefore best illustrated by consideration of this case.2.1. Variable Dimension Vector QuantizationVector Quantization (VQ) has been found to be an e�cient technique for data compression [1, 2].Following Shannon's rate-distortion theory, a better compression is achievable by coding vectors ratherthan scalars. VQ represents a mapping from a k-dimensional space Rk to a �nite subset Y of Rk.This �nite set Y is called a codebook. To code a data sequence, an encoder assigns to each data vectorx 2 Rk an index corresponding to a vector in Y , that in turn is mapped to a codeword y 2 Y by adecoder.In its simplest implementation for image compression, VQ requires that an image be divided into�xed sized non-overlapping sub-image blocks, each represented by a data vector x 2 Rk. The pixelsin the sub-image block correspond to the elements in the data vector x. Each image data vector iscompared with the entries of a suitable codebook Y and the index i of the codebook entry yi mostsimilar to the source data vector is transmitted to a receiver. At the receiver, the index accessesthe corresponding entry from an identical codebook, allowing reconstruction of an approximation tothe original image. This process is illustrated in �gure 1. Compression is obtained if fewer bits arerequired to transmit the codebook vector index than would be required to transmit the raw pixel data.
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(2)Figure 1: Overview of compression by vector quantization. In this illustration the source image isdivided into 4� 4 sub-image blocks where each pixel has 8 grey levels giving 48 bits per block. Eachblock is matched to one of 8 codebook images requiring 3 bits to encode the codebook index giving acompression ratio of 16:1.While simple, this implementation can only compress at a single compression ratio determined bythe size of the block used to partition the image and the number of entries in the codebook. Changingeither the block size or the codebook size will allow the compression ratio to vary, but involves thetraining and storage of many codebooks to take account of all block and codebook sizes used if thecompression ratio is to be a dynamic variable.



An alternative is to use several distinct block sizes to encode an image with a codebook assignedto each block size. Variable dimension vector quantization operates on the principle that large blocksshould be used to encode areas of low detail, while small blocks should encode areas of high detail [3].It represents a technique whereby an image can be compressed to a pre-determined compression ratioby de�ning, for instance, the number of blocks overall that may be used in the encoding of the image.2.2. Image SegmentationThe established implementation of image compression by variable dimension VQ is to divide an imageusing a quad-tree format [4] as shown in �gure 2. This process, hereafter termed total block replace-ment, divides an image into a grid of p � p sub-image blocks. Each of these blocks may be replacedby four p2 � p2 blocks, which in turn may each be replaced by four p4 � p4 blocks, etc. according toimage detail and the required compression ratio. The number of blocks used to encode the image isdetermined by the compression ratio which de�nes the total number of bits available (the bit budget).
Figure 2: Image divided using a quad-tree structure with block size based on image detail. Thisimage is an actual compression at 0.2 bits per pixel utilizing total block replacement and illustratesthe actual encoded blocks used to represent the original 8-bit monochrome image.While total block replacement does take account of the detail in a source image and can delivera precise compression ratio, the encoding can include blocks that give little or no improvement [5].For example, a single block may be replaced by four quarter sized blocks in order to better representdetail contained in just one quadrant of the original block. In this case only one of the quarter sizedblocks was required to improve compression quality, the other three being redundant.Consider an alternative sub-division of this illustrated image, shown in �gure 3. Termed blockocclusion, any size of block at any valid position may be used in the encoding of an image, providedit improves the match between the original and compressed representation. Block occlusion typicallygives a better compression than total block replacement [5] as it targets blocks according to wherethey will do the most good.The process of block occlusion operates by generating a number of source image block approxima-tions, hereafter termed patches. The compression ratio is de�ned by the number of patches used inthe encoding of an image. The process starts by generating a patch for each of the largest blocks andadding these patches to the encoding of the image. This provides an encoding of the picture at thehighest compression ratio possible.



Figure 3: Image divided using block occlusion with block size based on image detail. This image is anactual compression at 0.2 bits per pixel utilizing block occlusion and illustrates the actual encodingsof the blocks used to represent the original 8-bit monochrome image.While the encoding of the image is greater than the speci�ed compression ratio, the block (of anyvalid size at any valid position) that has not been approximated by a patch and gives the greatesterror between the current compressed representation and source image (typically the block with highestsquared error) is approximated and the patch added to the encoding. Any patch that is now occludedby the addition is removed from the encoding if it no longer improves quality (e.g. total occlusion).2.3. The Best First RuleVector quantization rarely matches a codebook vector to a data vector without error. Rather thecodebook vector represents an approximation to the data vector. The di�erence between a set ofcodebook vectors and the data vectors they represent determines the quality of the compression.For image compression utilizing sub-image blocks of variable size, many possible encodings of animage, for a given compression ratio, are possible. Each of these encodings gives a di�erent �gurefor compression quality. The traditional way to select a good encoding of an image is to target thoseareas of the image to be compressed that have the greatest error between the current compressedrepresentation and the original image.However this approach does not take account of how well the codebook vectors chosen to approx-imate an image block actually match the original image. The best �rst rule, rather than targetingthe image blocks most in error, targets the image blocks that will give the biggest improvement,where improvement for a block is de�ned as the di�erence between the compressed representation andoriginal image prior to and following the approximation of the block. For best �rst block occlusion,the block encoded is the block, regardless of size, that when encoded and added to the compressedrepresentation gives the greatest improvement between the compressed representation and the originalimage. 3. VIDEO COMPRESSIONThe block occlusion and best �rst processes together provide a means of obtaining variable ratecompression over a wide range of compression ratios. With these processes, the compression of video



is a simple extension of still image compression.3.1. The Strathclyde Compression TransformOur video codec, hereafter known as the Strathclyde Compression Transform (SCT), assumes thateach frame may be encoded by block approximation. These blocks may be of any size and at anyposition, though in practice a limited number of distinct sizes are permitted at a limited number ofpositions to simplify block addressing and codebook construction.The SCT assumes that the last encoded frame represents the starting state (initial compressedrepresentation) for the compression of a new frame. While the encoding for the frame is within ade�ned bit-budget, the block that does not have a patch in the frame encoding that if approximatedand added to the encoding gives the greatest reduction in error between the current compressedrepresentation and source frame, is approximated with a patch and the patch added to the frameencoding. Note the addition of a patch to the compressed representation results in replacement ofdata over its own area within the encoding of the frame.The SCT allows for a block to be approximated by many di�erent encoding schemes. However forsimplicity the current implementation assumes that a block may be approximated by a VQ codebook,or it may be taken from an encoding of an earlier frame.3.2. VQ CodebookIdeally a single constant size universal codebook, available to both compressor and decompressor,should be used. To maintain quality the size of a codebook must be increased as the block size isincreased. This limits the practicality of codebook for large block sizes given the memory required forstorage of the codewords and the time required to identify the optimal match.Memory requirements and search time can be traded for compression complexity and compressionquality by adopting a coding scheme that takes advantage of correlations in the image data. Forexample, the size of the codebook can be reduced by setting the mean intensity of each coding blockto zero before it is vector-quantized [6]. A further reduction in codebook size can be achieved bynormalizing block variance (or contrast) in addition to standardizing the mean intensity [7].The SCT codec described in this paper uses four distinct codebooks, one for each block size. Thecodebooks were created using a proprietary self-organizing neural network [8, 9] trained on a set ofimages of natural and man made scenes. Note that none of the test images and video sequences usedto evaluate the SCT were included in this training set. The sizes are 256 of size 32 � 32, 256 of size16� 16, 256 of size 8� 8 and 64 of size 4� 4.To keep the size, search time and memory required by the codebooks low, the codebook vectorswere normalized with respect to contrast and mean intensity. A block approximation by a codebookis thus a triple consisting of the codebook index, a contrast adjustment and a brightness o�set. Thequality of the compression is determined by the quantization of the contrast and mean intensity values,the size and content of the codebook and the overhead of encoding block position.3.3. Motion CompensationFor most video sequences there is a high correlation of information between frames. To take advantageof this correlation and improve quality most video codecs include motion compensation. Typicallymotion between frames is calculated and encoded as part of the frame encoding such that a frameis built from detail in the last frame translated in position according to the motion followed by anencoding of the di�erence between the motion compensated representation and the original frame.To allow control of bit allocation, the SCT does not separate the encoding of motion and newdetail. Rather it treats the last encoded frame or frames as extensions to the VQ codebook. If ablock is better approximated by copying a region of equivalent area from a past frame rather than thestandard VQ codebook, it will be added to the compressed representation as a block encoded by blocktranslation from a previous frame. In practice only the preceding frame is used with a �nite searcharea of +/- 15 pixels. Note the current implementation of the SCT uses single pixel translation.



4. EVALUATION AND RESULTSThe proposed H.263 standard1 is generally regarded as the state of the art for low bit rate videocompression. To demonstrate performance in terms of delay and quality, the SCT has been comparedwith an implementation of H.263 developed by Telenor R&D2 employing the TMN5 rate control forconversational services. Comparisons are made against H.263 without PB frame encoding as framelook-ahead introduces an additional delay. The Unrestricted Motion Vector, Advanced Prediction andSyntax-based Arithmetic Coding modes are all used.To illustrate delay and quality, a 50 second sequence showing city life in Glasgow was chosen. Thisincluded several scene changes, panning shots and zooms. The source sequence is of size 192� 192pixels, 24 bits/pixel. The speci�ed compression rate is 28.8k bits per second at 10.0 frames per second.The graph in �gure 4 illustrates the delay incurred by frame transmission, as de�ned by the channelbandwidth and bits allocated per frame, for the SCT and H.263 compression of the Glasgow sequence.The delay for the SCT is approximately constant at 0.1 seconds per frame as determined by the bitallocation per frame. However the delays incurred by H.263 are far from constant with the bit usageper frame varying according to the degree of change between consecutive frames.
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Figure 4: Graph of delay incurred by transmission against frame number for the SCT, and H.263codecs compressing the Glasgow sequence at 28.8k bits/second.As can be seen from �gure 4, the consequence of applying a variable compression ratio process tovideo is to incur long delays in frame update during scene changes and periods of rapid or complexmotion. Following the encoding of such frames, it is necessary for the H.263 encoder to skip framesin order to keep to the the constraints of the channel bandwidth. For the Glasgow sequence at 28.8kbits/second, only 353 from the initial 500 are compressed by the H.263 encoder.The graph shown in �gure 5 illustrates the quality of the the compression processes in terms ofthe PSNR between the source and reconstructed frames, where PSNR is de�ned as;PSNR = 10 log10 2552MSE (1)For most of the sequence the traces for the SCT and H.263 follow each other closely. However ata scene change or during rapid motion H.263 allocates a higher number of bits to maintain quality at1Documentation for the H.263 standard is available from ftp://ftp.std.com/vendors/PictureTel/h3242Version 1.7 of the Telenor H.263 codec from http://www.fou.telenor.no/brukere/DVC/



the expense of delay and frame rate. The SCT by keeping to a �xed frame rate with a �xed bit budgetper frame cannot achieve the high quality initial frames produced by H.263, giving large di�erencesin PSNR. Note however that it is not necessary to keep the frame rate constant. If so desired, theSCT can also skip frames to give a higher quality initial frame, though the the impact on perceptualquality by the delay incurred should be taken into consideration.
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Figure 5: Graph of PSNR between the source and reconstructed frames for the SCT and H.263 codecscompressing the Glasgow sequence at 28.8k bits/second.The relationship between frame delay, PSNR and the nature of the frames compressed can bestbe illustrated by a temporal trace of the di�erence in delay against the di�erence in PSNR for theGlasgow sequence. Shown in �gure 6, the trace represents the change in delay and PSNR di�erencesframe by frame. Note that the greater the delay �gure (y-axis), the greater the bit allocation for thatframe by H.263.The H.263 codec tries to maintain image quality at the expense of frame rate and transmissiondelay. Figure 6 illustrates the consequence of this in comparison with the SCT. The H.263 codecassigns su�cient bits to scene changes and complex motion to maintain quality. This correspondsto the sudden changes in delay and PSNR di�erence between frames. Following a scene change theSCT catches up and in some cases exceeds the quality of H.263, while maintaining a constant andsigni�cantly lower transmission delay.5. DISCUSSION AND CONCLUSIONSThe usability of conversational services such as video phone or video conferencing is determined bythe delay incurred in the transmission of each frame, as de�ned by the bandwidth and bits usedto encode the frame, and by the perceptual quality of the reconstructed frames. In this paper wehave presented a new video codec speci�cally designed for low bandwidth conversational services.Delivering a constant frame rate and transmission delay, the SCT is able to compress to a qualitycomparable to the H.263 codec.The SCT codec described in this paper is an early prototype. Several potential quality enhance-ments are being explored including improved codebook design with codebook sizes optimized for lowbandwidth compression, 1/2 and possible 1/3 pel search and translation for motion compensation anda more e�cient encoding of the patches. Any or all of these improvements should raise the quality to
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